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Chapter 1

Introduction

“If it disagrees with experiment, it’s wrong. In that simple statement is the key to science.”
— Richard P. Feynman, Messenger Lectures (1964)

recision spectroscopy turns this maxim into practice by translating faint physical
effects into frequency shifts, the quantity we can measure with the highest pre-
cision. With cavity-stabilised lasers, Doppler-free interrogation, and optical fre-
quency comb (OFC) referencing, minute relativistic, many-body and radiative correc-
tions appear as resolvable differences in optical frequencies. In this way, spectroscopy
serves a double purpose: it delivers enabling technology for next-generation timekeep-
ing and, at the same time, subjects the Standard Model to stringent experimental tests.

This thesis pursues that programme on two deliberately different platforms, mer-
cury (Hg) and positronium (Ps), with complementary roles. Hg is a heavy, many-elec-
tron atom in which relativistic and nuclear effects are naturally enhanced. Selected
transitions, notably the ultra-narrow 1S, — 3Py transition, exhibit strong sensitivity to
potential variations of fundamental constants and to certain beyond-Standard-Model
couplings. The same transition underpins optical atomic clock development, linking
fundamental tests directly to practical metrology.

Ps is a purely leptonic, hydrogen-like bound state without nuclear structure. Its
theory is exceptionally clean, and higher-order bound-state quantum electrodynam-
ics (QED) terms, including recoil and annihilation contributions, can be confronted
with high-precision spectroscopic data. Therefore, Ps provides sharp tests of QED and
matter—antimatter symmetries with minimal hadronic uncertainty.

This dissertation mainly focuses on developing and applying two complementary
high-precision spectroscopy platforms: *Sy— Py transition in Hgand 13S; —23$; tran-
sition in Ps. The work integrates narrow-linewidth continuous-wave (CW) lasers, OFC
referencing for traceability to the SI, and power-enhancement cavities. Together, these
platforms pursue frequency-metrology performance needed to confront novel theory,
constrain systematics, and enable future ultra-precise measurements.
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The thesis is structured as follows:

* Within Chapter 1, the remaining sections are organised as follows. Section 1.1
motivates Hg from metrology and fundamental-physics perspectives, outlines
the working transitions, and identifies the dominant systematic shifts. Sectzon 1.2
motivates Ps as a nucleus-free testbed for high-purity QED and matter—antimat-
ter symmetry tests, indicating the target transitions and the experimental chal-
lenges.

* Chapter 2 introduces neutral Hg as strong candidate for the best optical fre-
quency standard and reviews the lowest-lying levels and relevant transitions: the
1S, — 3Py cooling line, the ultra-narrow 1S, — 3P, clock transition, and the re-
pumping 3Py — 3S; and ®Py — 3S; routes from metastable states. A brief note on
hyperfine-induced state mixing in ®Py sets the metrological context for fermionic
isotopes.

* Chapter 3 summarises Ps properties, level structure up to n = 2, and the spec-
troscopy and cooling landscape. Emphasises two-photon access to 138, — 23S,
transition at 486 nm and the opportunities for Doppler-free interrogation in a
nucleus-free, QED-clean system.

* Chapter 4 introduces the Fabry—Pérot (FP) resonator model used throughout,
including reflection/transmission, realistic mirror considerations, and intra-cav-
ity intensity. Also, it provides the noise-analysis toolkit (phase/frequency-noise,
N-sample and two-sample variances, Three—Cornered Hat (TCH) and Groslam-
bert Covariance (GCOV) methods, and counter models) used to assess stability
in later chapters.

* Chapter 5 details the end-to-end Hg apparatus: ultra-high vacuum (UHV) sys-
tem and Hg source, laser systems for the magneto-optical trap (MOT) operating
at 253.7 nm, and a room-temperature ultra-stable optical reference cavity, in-
cluding spacer and mount design, thermal stabilisation and zero-crossing char-
acterisation, and finesse ring-down. The chapter then presents the clock spec-
troscopy chain, including OFC referencing, light distribution, optical ampli-
fication and frequency quadrupling to 265.6 nm, and fibre-noise cancellation
(FNC) architectures with stability evaluation. Auxiliary systems for repumping
and the optical lattice with a new main vacuum chamber design conclude the
platform build-out.

¢ Chapter 6 describes the Ps formation and UHV environment, the 486 nm laser
system, and the cavity design for power-enhancement at the spectroscopy wave-
length. A digital frequency-lock implementation, detection methods, and a struc-
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tured uncertainty budget are provided to prepare precision 13S; — 23S, measure-
ments.

* Chapter 7 collects the main outcomes and outlines next steps: deploying the
characterised ultra-stable reference for clock-line spectroscopy in Hg, implement-
ing the power-enhancement cavity for Ps two-photon interrogation, and lever-
aging both platforms for precision tests and metrology.

1.1 Mercury Clock Transition Spectroscopy

The ultra-narrow 'Sy — Py transition in neutral "*?Hg is used as a frequency ref-

erence in optical lattice clocks, with broad significance in fundamental physics

and quantum technology [[, 2]. Spectroscopy of this forbidden transition, ref-
erenced as a clock line, enables some of the most precise tests of nature’s symmetries and
fundamental physical constants. For instance, comparisons of optical clock frequen-
cies over time or orientation provide stringent Lorentz invariance tests [3, 4]. Long-
term monitoring of a Hg clock against other species can reveal potential drifts in fun-
damental constants like the fine-structure constant av [5—}/]], or coupling to dark matter
fields [8, 9]. The heavy Hg atom, with the atomic number Z = 80, also amplifies
subtle effects of QED, allowing high-precision spectroscopy to probe electroweak in-
teractions and refine nuclear charge radii [[10]. In parallel, Hg’s two-electron atomic
structure, analogous to strontium or ytterbium, offers a platform for quantum simula-
tion and computation [[11-13]. The metastable states and the nearly decoupled nuclear
spin can be used as long-lived qubit levels or to realise many-body spin models with
SU(N) symmetry [11, 14]. The theoretical schemes propose using such alkaline-earth-
like atoms for quantum information processing, exploiting independent optical lattices
for 'Sp and ®Py states and nuclear-spin encoding for qubits [15]. Beyond the labora-
tory, Hg clock transitions play a role in novel networks of atomic clocks used as sensors.
For example, comparisons between Hg and St [1d] or Al [S] have been performed at
the 10717 level, enabling improved searches for variations in fundamental constants
and even facilitating gravitational wave detection via correlated clock readouts [17]. In
space-based experiments, such ultra-stable optical clocks could detect space-time per-
turbations or violations of General Relativity by monitoring frequency ratios between
different atomic species [[18, 19].

Mercury’s clock transition also has uniquely low blackbody radiation (BBR) sen-
sitivity [Il, 20, 21], reducing a major systematic uncertainty for optical atomic clocks.
This, combined with its high sensitivity to a possible Higgs-like scalar force, makes pre-
cision Hg spectroscopy a promising test of the Standard Model [22, 23]. In partic-
ular, by measuring isotope shifts in the 1S, — 3Py and 'Sy — 3P, transitions across
multiple Hg isotopes and constructing King plots [24], one can search for nonlinear-
ity that would signal physics beyond the Standard Model [[10, 23, 25]. A deviation
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from linearity in such a plot could indicate a new boson mediating a Yukawa-type
Higgs force between neutrons and electrons [26]. The Hg clock transition is a record-
setting frequency standard, providing an incisive probe into Lorentz symmetry, grav-
itational wave detection, possible variations in fundamental constants, and new sub-
atomic forces.

Experimental and theoretical efforts to realise and measure the 'Sy — 3Py optical
clock transition frequency in neutral Hg have steadily progressed over several decades.
Early attempts date back to the 1980s. Working with hot Hg vapour, Wexler et al.[27]
observed the 265.6 nm transition and determined the Py state’s radiative A coefficient
along with collisional broadening coefficients. Such initial spectroscopy confirmed the
transition’s existence and laid the groundwork for later precision studies.

The tull exploitation of the 199Hg clock line had to await the development of laser-
cooling and ultraviolet (UV) laser technology in the 2000s. Mercury’s steep technical
challenges, notably the need for deep-UV 253.7 nm and 265.6 nm light for cooling
and clock transition excitation, delayed its exploration compared to lighter alkaline-
earth elements. By the mid-2000s, Hg was identified as an exceptional clock candidate
due to theoretical predictions of its low BBR shift, two orders of magnitude smaller
than in strontium, and large sensitivity to c-variation (. 28 =0ln (v11g) /01n (a) =
0.81 [28]) due to the large atomic mass. In 2008, two independent groups made sem-
inal breakthroughs. In Japan, Hachisu et al. [[1I] achieved the first MOT of neutral Hg
and outlined a lattice clock scheme. They trapped six stable isotopes, four bosonic and
two fermionic, making Hg the heaviest atom laser-cooled at that time. Their work pro-
posed operating the clock transition in an optical lattice at the magic wavelength, cal-
culated then to be in the 360 nm range, and anticipated an accuracy better than 10~18
after cancelling lattice Stark shifts.

Meanwhile, in France, Petersen etal. [2, 29, B0] performed the first direct laser spec-
troscopy of the 1S, — 3Py line in laser-cooled Hg. Using fermionic 199Hg (nuclear spin
I =1/2)and *'Hg (I = 3/2) atoms confined in a MOT, they observed the highly
forbidden clock transition at 265.6 nm via Doppler-free two-photon spectroscopy of
the recoil doublet. This measurement yielded absolute optical frequencies for both
isotopes with uncertainties 4-5 orders of magnitude lower than prior indirect values.
Petersen reported the " Hg clock frequency with sub-MHz precision and highlighted
Hg’s exceptionally low BBR sensitivity as a key advantage for next-generation clocks.
These studies firmly established neutral Hg as a viable optical clock species and set the
stage for rapid progress in the next decade.

After the initial observation of the clock transition, experimental focus turned to
improving spectroscopic resolution and clock stability. By 2010-2012, the SYRTE
team in Paris had developed an enhanced setup with Hg atoms confined in a 1-D op-
tical lattice at the magic wavelength, around 362 nm, as later measured [31-33]. Lat-
tice confinement in the Lamb-Dicke regime eliminated Doppler broadening, enabling
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ultra-narrow resonances. McFerran et al. [33] locked an ultra-stable laser to the *Hg
clock transition and achieved a spectral linewidth of 15 Hz, transform-limited by the
interrogation time. The laser’s fractional frequency instability reached 5.4 x 10~1? at 1s
averaging, demonstrating the potential of Hg to reach state-of-the-art stability. Around
the same time, the magic lattice wavelength for Hg was experimentally determined to
be ~ 362.5 nm, in agreement with refined theoretical predictions (earlier estimates had
ranged from 342 nm to 360 nm [31, B4]). With a magic lattice and high-stability laser,
researchers in 2013-2014 were able to perform high-resolution spectroscopy of 199Hg
and begin evaluating systematic shifts. In 2014, McFerran et al. [35] reported absolute
frequency measurements of the *?Hg clock transition over a three-month campaign,
referenced to the SI second via primary Cs fountains. Repeated measurements yielded
a statistically averaged frequency with fractional uncertainty 2.5 x 10716, limited pri-
marily by the fountain reference and statistical noise. This represented the most precise
optical frequency measurement in Hg at that time. Furthermore, no significant fre-
quency drift was observed, constraining any time-variation of fundamental constants
on the 107%/year level.

The culmination of these efforts was the first accuracy evaluation of a Hg lattice
clock at the 107! level. Tyumenev et al. [36, 37] compared an improved '**Hg op-
tical lattice clock against both microwave and optical standards. They measured the
absolute clock frequency as vy, = 1128 575 290 808 154.62 Hz with an uncertainty
of 0.19 Hz (statistical) and 0.38 Hz (systematic) dominated by the realisation of the
SI second. This corresponds to a fractional uncertainty of 1.7 X 10716, placing the
Hg clock among the world’s most accurate frequency references. The evaluation ac-
counted for systematic shifts such as lattice Stark, BBR, Zeeman, and density shifts. In
that work, the Hg clock was directly compared to a Cs fountain, yielding the absolute
frequency, and also to an 87Sr optical lattice clock via an OFC. The ratio 14y, /Vs; was
determined with 1.8 x 10716 uncertainty and found in excellent agreement with a par-
allel measurement in Japan. Such cross-comparisons between two optical species and
between optical and microwave standards serve not only to verify clock accuracy but
also to test fundamental physics. For example, the consistency of the Hg/Sr frequency
ratio across laboratories constrains any present-day variation in « or other constants.
By 2016, the Hg clock transition had thus been measured and re-measured to extraor-
dinary precision, with reproducible results at the 10716 Jevel. Mercury’s low BBR shift
of —2.4 x 107 at 300 K [38] means its uncertainty budget can be improved further
by relatively straightforward thermal control. '"Hg is regarded as a prime candidate
for pushing optical clock accuracy into the low 1018 range.

In recent years, there have been additional developments by other groups and on
other isotopes. In 2015, Paul at the University of Arizona, implemented and charac-
terised a MOT for the '*Hg and performed a precision spectroscopy of the 'Sy — 3Py
transition [39]. In 2018, a team in China at Shanghai Institute of Optics and Fine
Mechanics reported the observation of the 199Hg clock transition in a MOT, indepen-
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dently confirming the transition frequency and basic spectroscopic features [40]. Us-
ing a free-running hydrogen maser and OFC for reference, they measured v (**?Hg) =
1128575290.819(14) MHz, in agreement with the previously established value. Their
experiment achieved over 95% depletion of a ' Hg MOT when the clock laser was on
resonance, and observed a Doppler-broadened linewidth of ~ 450 kHz at 60 uK. A
weak Doppler-free peak was also detected by using a “free-of-field” detection scheme,
hinting at the recoil doublet structure. This result underscores the growing interna-
tional interest in Hg lattice clocks, alongside established Sr and Yb systems.

On the theoretical front, attention has turned to the yet-unmeasured even isotopes
of Hg (with nuclear spin I = 0) for clock operation. Since the 'Sy — 3Py transition in
bosonic isotopes is strictly forbidden absent perturbations, one proposal is to induce
a weak transition via a magnetic field, as done in Sr clocks. To guide future exper-
iments, Schelfhout and McFerran [41] performed state-of-the-art relativistic calcula-
tions to predict the clock transition frequencies for all naturally occurring Hg isotopes.
Their multiconfiguration Dirac-Hartree-Fock computations, combined with known
isotope shifts of the 253.7 m 1S, — 3P, line, allowed them to estimate the unknown
1S, — 3P, frequencies in 198Hg, 2OOHg, 2OQHg, and 204Hg to within a few GHz. No-
tably, by including an experimental value for 198Hg’s clock transition from early spec-
troscopy, they constructed a King plot using the 'Sy — ®P; and 'Sy — *Py transitions
across the Hg isotopic chain. No significant nonlinearity was found beyond Standard
Model expectations, but the analysis refines nuclear charge radii and highlights the sen-
sitivity of Hg isotope shifts to a potential new force.

These theoretical and experimental advances on Hg’s clock transition, from initial
lifetime measurements, to laser cooling and magic-trapping demonstrations, to high-
precision spectroscopy at the 1071° level, collectively pave the way for a Hg-based opti-
cal clock with unprecedented accuracy. Such a clock would not only enrich the global
timekeeping system but also strengthen probes of new physics like Higgs-related forces
or ultralight dark matter, through continued comparisons of Hg against other top-
performing clocks. In this dissertation, I address my own attempt to join this pursuit
by taking the first steps towards realising the Hg optical atomic clock in our laboratory.

1.2 Positronium Spectroscopy

ositronium, the bound state of an electron and positron, is the lightest atom and
P a uniquely pure leptonic system. As such, it provides an ideal platform for test-
ing bound-state QED with no complications from nuclear structure [42, 43].
In contrast to hydrogen (where the heavy proton suppresses recoil effects), Ps consists
of two equal-mass leptons and demands a fully relativistic two-body treatment. The
equal masses lead to large recoil corrections, and the possibility of eTe™ annihilation

into photons introduces additional QED terms not present in ordinary atoms. A com-
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plete description of Ps, therefore, requires calculating high-order QED contributions,
beyond the simple Coulomb potential, making it a sensitive probe of the QED theory.
Early theoretical work by Caswell and Lepage and by Barbieri and Remiddi formulated
rigorous two-body QED formalisms for Ps, enabling the computation of energy levels
up to O(a®), including one- and two-loop radiative corrections, recoil, and annihila-
tion terms [44, 45]. These calculations predict notably large higher-order corrections
for the 1S-2S interval in Ps, on the order of tens of MHz. Ps’s simplicity, i.e., point-like
constituents and only electromagnetic interactions, and these enhanced QED effects
have long motivated precision measurements of the Ps spectrum as stringent tests of
QED theory. Moreover, being a particle-antiparticle bound state, Ps is an important
system for fundamental symmetry tests, such as CPT invariance, and for searches of
physics beyond the Standard Model [46, 47]. The specific transition between the 13S;
ground state and the 23S, excited state has played a central role in this context.

The 13S; — 23S, transition in Ps is a highly forbidden single-photon transition. In-
stead, it can be excited via two-photon absorption at A ~ 243 nm, i.e. two 486 nm pho-
tons in combination. Using two photons offers the added advantage of a Doppler-free
configuration: two counter-propagating photons can excite 15-2S without first-order
Doppler shifts, a crucial benefit given the thermal velocities of Ps. This two-photon
approach was first realised experimentally in the early 1980s. In 1982, Chu and Mills
achieved the firstlaser excitation of the Ps 15-28 transition [48]. They employed pulsed
dye lasers at 486 nm to drive the two-photon resonance and introduced a detection
scheme based on photoionisation. The laser-excited Ps atoms in the 28 state were pho-
toionised, and the resulting free positrons counted. Chu and Mills’s 1982 experiment
thus demonstrated the feasibility of Ps two-photon spectroscopy, albeit with modest
precision.

By 1984, rapid progress enabled a much more precise measurement. Chu, Mills
and Hall reported a Doppler-free two-photon spectrum of Ps [49]. They measured
the 13S; — 23S, interval to be 1233607 185(15) MHz, corresponding to a relative
uncertainty of 1.2 X 1078, This was an enormous improvement in accuracy, owing
to innovations such as a bunched positron beam, improved laser stabilisation, and fre-
quency calibration against a Tey reference line. The result agreed with QED predic-
tions and established the Ps 15-2S line as a benchmark in exotic-atom spectroscopy.
Nonetheless, systematic uncertainties in the pulsed-laser approach, notably frequency
chirp, ultimately limited further progress. After subsequent recalibrations of the Te,
reference and corrections for laser frequency offsets, the Ps interval was known to about
£10.7 MHz by the late 1980s [50].

Theoretical calculations in this period provided further motivation for improved
precision. By the early 1990s, Ps energy levels were known through O(af), with the
next order, O(a”), expected to contribute on the order of 10 MHz to the 15-2S in-
terval [51]. This meant that a few-MHz measurement could directly test higher-order
QED terms. In 1993, Fee, Chu, Mills and collaborators achieved such a measurement
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using CW two-photon spectroscopy [50, 51]. A narrow-band CW dye laser at 486 nm
was power enhanced in a high-finesse FP cavity, reaching ~2.5 kW circulating power.
Ps atoms passing through the cavity were excited to the 28 state and subsequently pho-
toionised by a delayed 532 nm pulse. A detailed Monte Carlo simulation incorporating
velocity distributions, second-order Doppler shifts, and AC Stark effects was used to
extract the line centre. The result achieved a relative uncertainty of 2.6 x 1079, This
landmark experiment provided a stringent test of QED. The result agreed with theory
within 2.5 MHz and directly probed the size of uncalculated O(a”) terms [S0, 51].
The measurement remains the most precise determination of the Ps 15-2S interval to
date.

Despite its success, the 1993 work underscored experimental challenges: second-
order Doppler eftects, AC Stark shifts from high intra-cavity power, pulsed-laser chirp
in earlier work, and Ps’s short lifetime, which limits interaction time. Next-generation
measurement must address these systematic issues, either through direct velocity con-
trol, chirp correction, or new detection strategies.

After two decades of relative inactivity, Ps spectroscopy has recently experienced a
revival. Advances in laser technology have enabled new approaches. In 2024, Heiss ez
al. at ETH Ziirich reported a modern remeasurement using pulsed two-photon excita-
tion combined with Rydberg-state detection [47]. Ps atoms were excited to the 25 state
and then promoted to the 20P Rydberg level, which was field-ionised in a controlled
electric field. Measuring the time-of-flight of the ionised positrons allowed a determi-
nation of the Ps velocity distribution, enabling a direct correction of the second-order
Doppler shift. Furthermore, an optical heterodyne method was used to measure and
correct the chirp of the pulsed 486 nm laser on each shot. After detailed Monte Carlo
modelling, Heiss ez a/. obtained 1233607 210.5(49.6) MHz, with 40 x 10~ frac-
tional uncertainty. This result is consistent with the value from 1993 within uncer-
tainties and demonstrates powerful new techniques for managing Doppler and chirp
effects. While less precise, the measurement from 2024 paves the way for future CW or
hybrid experiments that could surpass the state-of-the-art accuracy.

In summary, the Ps 13S; — 23S, transition has been a central focus of precision spec-
troscopy for over four decades. Its measurement history, from the pioneering work of
Chu and Mills to the CW breakthrough of Fee ez 4/., and most recently to the modern
pulsed experiments with Rydberg detection, exemplifies the synergy between experi-
mental innovation and theoretical QED advances. The comparison between experi-
ment and theory has so far shown excellent agreement, validating QED predictions up
to O(a®) and probing the scale of O(a”) contributions. Our recent developments in
Ps laser-cooling within Antimatter Experiment: gravity, Interferometry, Spectroscopy
(AEgIS) collaboration [52] suggest that sub-MHz precision, approaching the natu-
ral linewidth, may be achievable in the future, enabling even more stringent tests of
bound-state QED. In this dissertation, I propose an experimental setup design to be
implemented within the AEgIS apparatus, which enables the precision spectroscopy
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of Ps.
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Chapter 2

About Mercury

n this section, I discuss the fundamental properties of neutral Hg and its suitabil-
Iity as a frequency reference for optical atomic clocks. I begin by exploring Hg’s

unique physical characteristics and closed-shell electronic structure. Next, I discuss
Hg’s lowest-lying electronic energy levels and transitions, particularly focusing on tran-
sitions important for laser cooling and trapping, such as the intercombination 1S,— 3P,
transition, and the doubly forbidden 1Sy — 3Py transition relevant for optical clock
operation. I also discuss repumping schemes using transitions to short-lived states to
maintain continuous clock operation.

Furthermore, I elaborate on the state mixing in the hyperfine structure of the Py ; »
state, especially for fermionic isotopes. This mixing, induced by hyperfine interactions,
weakly enables otherwise forbidden transitions, significantly influencing their transi-

tion probabilities. Finally, I address the Zeeman effect on the clock transitions.
2.1 Mercury Properties

ercury, atomic number 80 is an alkaline-earth-like element with a closed-shell
l \ / I electronic configuration of [Xe] 4 f15d'%6s?. This structure results in two

valence electrons in the 65 orbital, which give rise to low-energy singlet and
triplet electronic states. The presence of long-lived metastable states makes neutral Hg
an attractive candidate for high-precision optical frequency standards [53, 54].

A distinguishing physical property of Hg is its liquid state at room temperature,
with a melting point of —38.83 °C and a boiling point of 356.73 °C at atmospheric
pressure [55]. At 300 K, Hg exhibits a vapour pressure of approximately 0.3 Pa [5¢],
orders of magnitude higher than other commonly used clock species, such as stron-
tium [57] or ytterbium [58]. This high vapour pressure enables the generation of atomic
beams or vapour samples without needing high-temperature ovens. Cooled Hg-droplet

atom sources and atom sources and MOTs are thus readily implemented [59].
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Hg possesses seven stable isotopes, comprising five bosonic 1‘%Hg, 1%Hg, 200Hg,
202Hg and 204Hg, with nuclear spin I = 0, and two fermionic 199Hg and 201Hg, with
nuclear spin respectively / = 1/2and I = 3/2, species [60]. The isotope '*Hg is
commonly used in optical lattice clock experiments due to its relatively high natural
abundance (Table @3 and simple atomic structure. Also, Hg has the lowest suscep-
tibility to BBR (—16 x 1077 at 300 K [37]) compared to the neutral species most
commonly used in optical atomic clocks, i.e. Sr (=550 x 107'7 at 300 K [54]) and
Yb (—270 x 107'7 at 300 K [54]), making it a strong candidate for the best optical
frequency standard [[1, 31].

Table 2.1: List of natural isotopes of Hg.

Isotope ‘ Abundance ‘ Nuclear spin

196 0.15% 0
198 9.97% 0
199 16.87% 1/2
200 23.10% 0
201 13.18% 3/2
202 29.86% 0
204 6.87% 0

Beyond its metrological applications, Hg’s rich isotopic structure, significant mass
and two narrow transitions,'Sy — 3Py and 'Sy — 3P, also make it an excellent system
for probing fundamental physics, such as possible violations of the King plot linear-
ity or new interactions beyond the Standard Model [10, 23-25]. The combination
of favourable spectroscopic properties, high natural vapour pressure, and low environ-
mental sensitivities underscores the potential of neutral Hg as a next-generation optical
clock candidate.

2.2 Neutral Mercury Lowest Lying Energy Levels and
Transitions

as magnesium, strontium, or ytterbium. Its lowest energy levels include the
ground state 1S, the triplet states 3PJ, and the singlet state IP,. The only
electric dipole-allowed transition from the ground state to these excited states is the
1S, — Py transition. However, singlet-triplet transitions are commonly used in ex-

M ercury has an electronic structure similar to that of alkaline-earth atoms such

periments, as their transition probabilities are non-zero due to the mixing of pure LS
states. This phenomenon is discussed in Section .
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Alkaline-earth and alkaline-earth-like atoms share a similar energy level structure
and are widely used in optical atomic clocks. Owing to its high transition probability
and broad spectral width 7, the strong 1S, — Py transition is used to cool and trap
atoms in MOT. The short lifetime of the 'P; state sets a limit on the Doppler tem-
perature, T = hiy/2kp, where kp is the Boltzmann constant. Therefore, atoms are
typically transferred to a MOT operating on the weaker and spectrally narrower inter-
combination transition 'Sy — 2Py, which enables cooling to lower temperatures.

The doubly forbidden by the spin and total angular momentum rules, spectrally
narrow 'Sy — 3P, transition exhibits zero magnetic moment in both states, making
it highly suitable as an optical frequency reference. It also finds use in various scien-
tific applications, including quantum simulation [[11, 61-64], quantum computation
[12, 13, 15, 65], and gravitational wave detection [17, 66, 67]. The 1S, — 3Py tran-
sition, although also doubly forbidden, is less suitable for frequency metrology due to
the non-zero magnetic moment of the excited 3P, state, which increases sensitivity to
systematic uncertainties from static magnetic fields. Continuous operation of an op-
tical atomic clock benefits from repumping atoms from the metastable 3P, state back
to the ground 'S state. This can be achieved using optical transitions to higher-lying,
short-lived states such as 3S; or Ds.

The energy level structure of relevant Hg optical transitions is shown in Figure Ell

Figure 2.1: The lowest lying energy levels of neutral Hg relevant for this work.
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2.2.1 Cooling Transition 1§,—3P,

Alkaline-earth(-like) atoms are typically slowed and cooled using the strong dipole
transition 'Sy — 'P;. For Hg, this transition lies in the deep UV at a wavelength of
184.9 nm, beyond the reach of commercially available laser systems. A significant chal-
lenge in implementing such a laser is that 184.9 nm light is strongly absorbed by air. As
a result, the output mirror of the laser system would need to serve as a viewport of the
vacuum science chamber.

On the other hand, the 253.7 nm intercombination transition 'Sy — 3Py, with a
natural linewidth of v = 27 x 1.27 MHz, is strong enough to allow efficient trapping
of Hg in a MOT with the Doppler temperature limit of 7p = 31 pK [, 29, 59, 68-
73]. The saturation intensity of

I, = =102 — (2.2.1)

where I is the Planck constant, and c is the speed of light, allows for the experimen-
tally feasible saturated absorption with less than 1 mW of 253.7 nm light power. The
absolute frequency of the 'Sy — ®P; intercombination transition has been precisely
measured in a hot vapour cell by S. Gravina [[/4] and by us [110, [/S] using Doppler-free
saturation spectroscopy. The spectrum of the 'Sy — ®P; transition in Hg is shown in
Figure @ The isotopic shift measurements of the 1S,-3P; transition, when combined

Figure 2.2: The saturation spectroscopy of the 'Sy — ®P; transition in the room-
temperature Hg vapour cell. Five Doppler-broadened profiles of the Hg isotopes with
sub-Doppler Lamb peaks are visible. At room temperature, the Doppler-broadened
profiles are of ~1 GHz widths, much more than the isotopic shifts of some Lamb peaks.
The overlapping leads to situating the sub-Doppler spectral lines at the slopes. The a,
b, and c letters refer to hyperfine transitions in fermions.

with measurements from other transitions, such as the 2Py—3S; transition at 546 nm,
can be used to form the King plot [24]. The analysis of the King plot allows for the
determination of the changes in nuclear charge radii and testing atomic structure the-
ories [10].
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Despite Doppler-free saturation spectroscopy providing high-resolution access to
the intercombination line, sub-Doppler features often appear on the sloped background
of Doppler-broadened profiles. This leads to systematic shifts in the measured line cen-
tre. To address this, we developed the background-free locking scheme. That involves
alternate acquisition of signal with and without the pump beam, enabling direct sub-
traction of the Doppler background and minimising frequency offset errors [75].

The 'Sy—3P; transition can be employed in Doppler broadening thermometry. By
measuring the Doppler width of the absorption line in a thermal vapour, one can de-
termine the temperature of the gas with high accuracy. This method offers a primary
thermometric technique traceable to fundamental constants, contributing to the real-
isation of the kelvin in the International System of Units [76].

2.2.2  Clock Transition 'Sy—>P,

The doubly forbidden 'Sy — ®Pj transition at 265.6 nm features a narrow natural
linewidth of approximately dv = 100 mHz in fermions, enabling high quality factors
Q = f /v exceeding 10' [54]. Owing to the absence of angular momentum in both
the ground and excited states, the transition is weakly allowed only in fermionic iso-
topes due to hyperfine interaction-induced state mixing [[1]. In bosonic isotopes, the
transition remains forbidden under electric dipole selection rules. The transition prob-
ability can be increased by using magnetic quenching [77, 78], i.e., the interaction of
Hg atoms with a magnetic field by the Zeeman effect.

A key advantage of Hg, compared to other alkaline-earth-like atoms such as stron-
tium or ytterbium, lies in its reduced sensitivity to external perturbations. Studies show
that the BBR shift in Hg is one of the lowest among Group II elements of the periodic
table [20]. This reduced sensitivity relaxes the thermal shielding requirements of the
experimental system and simplifies systematic uncertainty budgets. Furthermore, the
'Sy — 3Py transition exhibits a negligible first-order Zeeman shift due to the absence of
a magnetic moment in both states. The second-order Zeeman eftect, while present, is
both measurable and controllable [[79].

The scalar and tensor components of the AC Stark shift can also be precisely evalu-
ated. This makes the transition well-suited for operation in optical lattices, particularly
at the so-called magic wavelength, where the differential scalar AC Stark shift between
the two states involved in the 'Sy — 3Py transition vanishes to first order [80]. The
magic wavelength for Hg has been identified near 362.5 nm, enabling confinement of
atoms in an optical lattice with minimal perturbation to the clock frequency [31]. Op-
erating in the Lamb-Dicke regime suppresses motional broadening and recoil effects,
thus permitting spectroscopic interrogation with sub-hertz resolution [54].

The 'Sy — ®Py transition’s insensitivity to BBR and external electromagnetic fields
makes Hg a strong candidate for next-generation optical frequency standards [lI, 31].
Recent work has demonstrated a direct frequency ratio measurement between '%Hg
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and '"'Yb optical lattice clocks with a total fractional uncertainty of 8.8 x 10717 and
short-term instability reaching 2.0 x 1075 //7 [81], where 7 is the averaging time in
seconds. The systematic uncertainty of the Hg clock alone was evaluated at 7.5 x 10717,
limited primarily by residual effects such as BBR, lattice Stark shifts, and collisional
interactions.

2.2.3 Metastable States Repumping Transitions 3Py—38y, 3Py —3$,

The operation of optical lattice clocks based on fermionic Hg requires efficient re-
pumping from the long-lived metastable 3Py and ®Ps states back to the ground 1S, state.
The repumping is necessary for the determination of the fraction of atoms excited to
the 3Py state during the clock cycle.

The 3Py — 3S; (404.7 nm) and 3P, — 3S; (546.1 nm) transitions serve as viable
optical pathways for repumping [82], due to their allowed electric dipole character and
relatively short lifetimes of the Sy state of 8.0(7) ns [83]. Light at these repumping
wavelengths efficiently excites atoms to the 38, state, from which they can decay into
the *P; manifold. Atoms in the ®Py and Py states are thus cyclically pumped up to
the 3S; state. Atoms in 3Py state quickly decay back down to the 1S, ground state.
The choice of repumping wavelength must take into account not only the transition
strength, but also the branching ratios of decay from 3§, to ensure efficient population
transfer back to the ground state. In addition, narrow-linewidth lasers are not required
for these transitions because of their relatively broad natural linewidths. This relaxes
the demands on the laser frequency stabilisation systems.

2.2.4 State Mixing in Hyperfine Structure of 3P, State

In bosonic isotopes, the 1S, — 3P, transition is strictly forbidden under electric
dipole (E1) selection rules because both states have total electronic angular momentum
J = 0,and the / = 0 — J = 0 transitions are E1-forbidden [54]. Moreover, within
the LS coupling, also the AS # 0 transition is forbidden [84]. However, in fermionic
isotopes (which have non-zero nuclear spin I # 0), hyperfine interactions introduce a
small amount of state mixing that makes this transition weakly allowed [85].

The hyperfine interaction arises from the coupling between the nuclear magnetic
moment and the magnetic field generated by the electrons [86]. As the J* does not com-
mute with the Hamiltonian, this interaction can mix electronic states of different total
angular momentum J, particularly mixing the 3P, state with nearby J = 1 states, such
as 3Py and 'P;. The mixing allows for a non-zero E1 transition probability between the
mixed ®Py state and the 'Sy ground state.

The perturbed ®Py state can be expressed as [87]

Higl 2Po)
) =[P (| Hue| "Po) 222
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where Hyg is the hyperfine interaction Hamiltonian, /), are the energies of the inter-
mediate states |n), and the sum runs over states with J = 1 that can mix with 3Py
The dominant contributions to the mixing come from the 3Py and 'P; states due to
their proximity in energy to the *P state. The mixing coefficients can be approximated
using first-order perturbation theory [8§]

(*Py | Hyel °Po)
ESPO - EISP1 ’

('Py | Hye *Po)

Bip, = ~—— b0 207 (2.2.3)

Q3p, —
! E3P0 - Ewlp1

These coefficients quantify the admixture of 3Py and 'P; character into the 3Py state,
‘SP(()D> = |’Po) + sp, |*P1) + Sip, |'P1). (2.2.4)

The presence of J = 1 components in the mixed state allows for a weakly allowed E1
transition to the 'Sy ground state.
The transition rate A for the 'Sy — 2Py transition can be estimated by [B4],

('slo]x3")

where « is the fine-structure constant, w is the angular frequency of the transition, and
D\ .
Dﬁwy>m
. . 1 . .
non-zero due to the admixture of J = 1 statesin SP(() ). The transition rate s dependent

on the isotope due to the different values of the nuclear spin. Calculations by [1] lead
to

2

. : (2.2.5)

A=—au?

3

D is the electric dipole operator. The reduced matrix element [89] <180

A("™Hg) =13x107%s™" and A(*'Hg) =88x107%s'.  (2.2.6)

Hyperfine structure is characterised by total angular momentum F, which is equal to
the vector sum of the total electronic angular momentum J and nuclear spin I

F=J+L (2.2.7)

An external magnetic field will remove the degeneracy of the atom’s total angular mo-
mentum F. Magnetic field will split energy levels with total angular momentum F in
2F + 1 sub-levels characterised by projection of total angular momentum on quanti-
sation axis Mp. The first-order Zeeman shift is proportional to the magnetic field

AFgeemm = M - B. (2.2.8)
The M is the magnetic moment of an atom

M = grupMFp, (2.2.9)
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where gp is the Lande factor, and pip is the Bohr magneton. The atomic magnetic
moment can be decomposed into

M= % (gL + gsS — g/1), (2.2.10)

where g, = 1 is the angular momentum Lande factor, gg ~ 2 is the spin momentum
Lande factor, and gy is the nuclear Lande factor. For 199Hg I = 1/2 and both, 'S,
and 3Py states, split into two sublevels characterised by Mp = +1/2. For 2Ong I =
3/2, and the states split into four sublevels characterised by Mp = +1/2,+3/2. The
transitions with AMp = 0, called 7-transitions, are coupled with linearly polarised
light, if the polarisation vector is collinear with the magnetic field B. The transitions
with AMp = —1,and AMp = 1 are coupled with circular left polarisation, 0, and
circular right polarisation, o, respectively. Due to the higher abundance and simpler
energy spectrum, the 199Hg isotope is the preferred candidate for the optical atomic
clock. Hence, the 199Hg isotope is studied within this thesis. The Zeeman splitting of
the 'Sy — 2P, transition in 199Hg is shown in the Figure @

Figure 2.3: The Zeeman splitting of the clock 1S, — 3Py transition for 199Hg isotope.
The red lines indicate the 7-transitions, while the blue lines indicate the o transitions.
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Chapter 3

About Positronium

n this section, I discuss the fundamental properties of Ps and its role as a clean test
Isystem for bound-state QED. I describe the Ps annihilation channels and introduce

the lowest-lying electronic energy levels and optical transitions.

Finally, I discuss the spectroscopic relevance of selected transitions, such as the Ly-
man-« line and the two-photon 138, —23S, interval, which are central to high-precision

experimental studies.
3.1 Positronium Properties

tiparticle, the positron [90]. The two particles are held together by their mutual
Coulomb attraction, creating the lightest known atom-like system. Unlike con-
ventional atoms, Ps has no nucleus and is thus free from nuclear structure effects. This
makes it a unique testbed for QED, in which all theoretical contributions arise solely

P ositronium is a purely leptonic bound state formed by an electron and its an-

from electromagnetic interactions [91].

Ps is unstable due to electron—positron annihilation, and its decay channels are
tightly constrained by charge-conjugation symmetry. Since Ps is made from a particle-
antiparticle pair, it has no net additive quantum numbers, and is therefore an eigenstate
of the charge-conjugation operator C. The operator converts particles into antiparti-
cles. Since applying this operator twice must return a particle to its original state, C'
eigenvalues must be 1. Since Ps has no net additive quantum numbers, the charge-
conjugation invariance determines the number of gamma rays emitted in Ps decay. The
C eigenstate of a state of orbital angular momentum [ and total spin \S'is [46]

C = (=15, (3.1.1)
The number N of emitted 7y photons is defined by
(=) = (=D)V. (3.1.2)
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Para-positronium (p-Ps), the singlet 'Sy configuration with antiparallel spins, has eigen-
value C' = +1 and decays predominantly into two 511 keV photons. Ortho-positro-
nium (o-Ps), the triplet ®S; configuration with parallel spins, has C' = —1 and decays
mainly into three photons [92].

At the microscopic level, the annihilation probability is proportional to the modu-
lus squared of the wavefunction at the origin, [¢/(0)|?. Since annihilation requires the
electron and positron to coincide spatially, only S-wave states contribute significantly.
The overlap enhancement in S-states also implies that excited states with orbital angu-
lar momentum (L > 0) are strongly suppressed in their annihilation channels [93].
However, the symmetry of the wavefunction dictates that annihilation processes con-
tribute directly to the self-energy of the atom, giving rise to an imaginary component
of the energy (and thus a finite lifetime) for every state. Table @ lists the annihilation
and fluorescence lifetimes for selected n = 1 and n = 2 states of Ps.

Table 3.1: Annihilation (7,,, ) and fluorescence (73.) lifetimes for selected n = 1 and
n = 2 states of Ps.

Level ‘ Tann. / DS ‘ Ref. ‘ Tq. / 1S ‘ Ref.
1Sy | 0.125 [94] N/A N/A
13, 142 [93] > 106 [94]
218, 1 [94] | ~ 243100000 | [97]
2P, | 100000 | [98] 3.19 [99]
2D, | ~oo | [99] 319 [99]
2P, | 3330000 | [100] 3.19 [99]
25D, | 384000 | [98] 3.19 [99]
235, 1136 [95] | ~ 243100000 | [97]

At leading order, the annihilation rate of p-Ps into two photons is

1 mec?
Iy, = 5045% ~ 7.980 x 10° 5L, (3.1.3)

corresponding to a mean lifetime of 7, p; /& 0.125 ns. For o-Ps, the three-photon decay

rate is ) )
2(? —9) gm.
G ; )oﬁmhc ~ 7.204 x 10057, (3.1.4)

leading to a lifetime of 7,.p; ~ 142 ns [[101]. Thus, the triplet state lives nearly three
orders of magnitude longer than the singlet.

Although the two- and three-photon channels dominate, higher-order decays are
also permitted. p-Ps can decay into four photons and o-Ps into five photons, both with
branching ratios on the order of 107°[[102]. Even rarer processes, such as decays into
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neutrino—antineutrino pairs, are allowed by the Standard Model but occur with vanish-
ingly small probability (< 107'7)[103]. These extremely suppressed channels, along
with searches for invisible or non-standard decays, make Ps a sensitive probe for physics
beyond the Standard Model.

Both Ps constituents have identical mass; hence, recoil effects are much larger in
Ps than in hydrogen. For hydrogen, these effects are suppressed by the large proton-to-
electron mass ratio (1836), whereas in Ps they are maximal (ratio = 1). QED calculations
for Ps are therefore particularly demanding, requiring inclusion of high-order terms and
annihilation loop diagrams[101]. The absence of nuclear structure effects eliminates
one of the main sources of theoretical uncertainty present in ordinary atoms. For this

reason, Ps has long been recognised as one of the cleanest systems for precision tests of
bound-state QED [92, 104].

3.2 Neutral Positronium Lowest Lying Energy Levels
and Transitions

duced mass m,/2. As a consequence, the Bohr radius is twice that of hydrogen

(aps = 2ay), while the binding energy is halved. The ground state has a binding
energy of 6.8 eV, in contrast to hydrogen’s 13.6 eV. All transition frequencies are there-
fore reduced by a factor of two compared with hydrogen, with the Lyman-« transition
occurring at 243 nm instead of 122 nm [86]. The next order of corrections makes the
similarity between Ps and hydrogen disappear [105]. The energy level structure up to
n = 2 of Ps is shown in Figure @

The energy spectrum of Ps is hydrogen-like in structure but modified by the re-

The ground-state hyperfine interval 1'Sy — 13 is exceptionally large compared
with hydrogen, about 203 GHz [92]. This hyperfine splitting is dominated by spin—
spin interactions butalso receives contributions from relativistic recoil and higher-order
annihilation corrections. Its accurate determination, both theoretically and experimen-
tally, represents one of the most stringent tests of QED in bound states [[106].

The fine structure of the n = 2 manifold is also important. The three 2°Py ; 5 states
are split by spin—orbit and tensor interactions, while the 238, state lies nearby in energy.
Theoretical predictions for these splittings include terms up to O(m.a’) and higher
logarithmic contributions [107]. Experimentally, the 23S, —23P07172 intervals have been
measured using microwave spectroscopy and optical two-photon excitation [108], and
while most results agree with theory, persistent discrepancies at the few MHz level in
the 23S, -23P, splitting remain unresolved [104].

Of particular spectroscopic interest is the two-photon 138,-23S; transition. This
interval at 243 nm has been the subject of several precision measurements using pulsed
and CW laser sources. Recent work achieved fractional uncertainties on the order of
2.6 x 107250, 51], in agreement with QED predictions yet still leaving room for im-
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Figure 3.1: The lowest lying energy levels up to n = 2 of Ps. The blue line indicates the
Lyman-o transition, the black lines indicate the levels’ intervals, and the dashed lines
indicate the positions of the non-relativistic Bohr energy levels.

provement since the theoretical uncertainty is about 0.8 x 107°[109]. Since the 23S,
state is metastable, with a lifetime of about 1.1 ps, it is well suited for high-accuracy
spectroscopy. Achieving 100 kHz precision in the 138, -23S; transition would enable
tests of bound-state QED at the order of a”me™ [91], allow a determination of the
me™ /m,- mass ratio to high accuracy([[110], and even test the equivalence principle
with a purely leptonic system by observing any gravitation-induced redshift of this tran-
sition [111]].
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Taken together, the lowest-lying levels of Ps thus provide a rich arena for experimen-
tal tests of QED [42]. The interplay of hyperfine structure, fine structure, and radiative
shifts makes this purely leptonic atom a stringent laboratory for theory. Ongoing im-
provements in both theoretical calculations and spectroscopic techniques continue to
push the sensitivity of Ps towards uncovering possible deviations from QED and hints
of new physics [112].

3.2.1 Positronium Laser Cooling

Ps, as a bound state of an electron and a positron, has long attracted attention be-
cause it is a purely leptonic matter—antimatter system. Experimental studies to date
have typically produced Ps ensembles with broad velocity distributions on the order of
10* m/s [113-1115]. Such high velocities cause large Doppler broadening, which has
in turn limited the accuracy of spectroscopic measurements [50, 51]. The prospect of
reducing this velocity spread by applying laser cooling was first put forward in the late
1980s [[114], only a few years after the pioneering demonstrations of laser cooling in
neutral atoms [[117]. Nevertheless, despite numerous efforts [118], the experimental
realisation of positronium laser cooling remained unfeasible until very recently.

The first detailed theoretical treatment was provided by Liang and Dermer in 1988
[116], who considered the feasibility of driving the 1381—23P07172 Lyman-a transitions
at 243 nm. They pointed out that because of the extremely small mass of Ps, the photon
recoil is unusually large, and the standard Doppler cooling limit does not apply. Their
calculations suggested that temperatures in the millikelvin range could be achieved with-
in the o-Ps lifetime of about 142 ns, thereby opening the possibility of Bose—Einstein
condensation at densities as low as 10* cm™?. They also highlighted the potential for
Doppler-free annihilation spectroscopy and even the prospect of stimulated y-ray emis-
sion.

Despite the theoretical promise, early experimental attempts faced formidable chal-
lenges. The generation of sufficiently intense and spectrally tailored 243 nm radiation,
the extremely short timescale for cooling compared with the o-Ps lifetime, and the large
initial thermal velocities of Ps emitted from converter materials all presented signifi-
cant obstacles. Work by Kumita ez a/. [118], for example, demonstrated the technical
difficulty of coupling UV radiation to positronium ensembles, and no clear evidence
of cooling could be obtained at the time.

Only in the last year has laser cooling of Ps been successfully demonstrated. Break-
through experiments by Shu ez /. [119] provided the first unambiguous evidence of
cooling, and, in parallel, we, the AEgGIS collaboration, achieved an independent realisa-
tion of the effect [52]. These results confirm long-standing theoretical predictions and
establish a new experimental regime in which cold positronium can be prepared. Such
ensembles pave the way for ultra-precise spectroscopy, more stringent tests of bound-
state QED, and the future exploration of collective quantum behaviour, including the
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Bose-Einstein condensation of positronium [[120, 121].
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Chapter 4
Theory and Methods

4.1 Fabry—Pérot Interferometer

ical form, an FP interferometer comprises two parallel mirrors. Many of its prop-
erties also hold for two-mirror optical cavities that are non-planar. Accordingly,
although the two-mirror cavities discussed in this thesis are non-planar, I refer to them

F abry—Pérotinterferometers are essential tools for optical lattice clocks. Inits canon-

as FP cavities to emphasise the shared properties.

The optical cavity can be designed to fulfil i.a. the role of a short-time frequency
reference for the probing laser [122], or to produce a high-power periodic trapping po-
tential for atoms in the optical dipole trap called optical lattice [54, 123]. In this section,
I will discuss the properties and characteristics of the FP interferometer.

4.1.1 Light Reflection and Transmission

A FP interferometer employed in typical experimental setups often comprises one
or two concave mirrors to maintain optical stability within the cavity [124, 125]. This
configuration compensates for the fact that experiments deal with Gaussian laser beams,
which naturally experience divergence or convergence, rather than ideal plane waves
[12d]. Nevertheless, many properties relevant to experiments can be derived by analys-
ing a simplified model of a FP interferometer with plane mirrors.

A plane wave enters a FP cavity formed by two parallel, planar mirrors spaced by a
distance. The intensity of light transmitted by the FP cavity is given by [[127]

TVT, 1

(1-RP1+ Fen® (B2’

(4.1.1)

where Iy is the incident intensity, 77 and 75 are the transmissions of the mirrors, R is
the geometric mean value of the mirrors’ reflection, which includes their losses L; and
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Ly, and A¢' is the phase accumulated during the round-trip. For clarity, the equation
is written with the use of the coefficient of finesse '

The reflected light intensity I is given by [126]
Ri+(1—Ly) (R2 — 2R+ 4Rsin? (22 )) FT (R + T1R2)
(1 — R)?+4Rsin (—d))

where R; and R, are the reflections of the mirrors, and L describes the losses of the
in-coupling mirror. The full derivations of Eqs. (.1.1) and (4.1.3) are provided in Ap-
pendix A.

Figure @ depicts the transmission of an identical mirrors FP interferometer as a
function of the phase difference for different values of 7' = T} = Toand L = Ly =
L, following the Eq. () The transmitted spectrum consists of regularly spaced

Figure 4.1: Simulated transmission of a FP interferometer with identical mirrors as a
function of the phase difference, for different values of mirror transmission 7' = T =

T5 and losses L = Ly = L9, based on Eq. ()

maxima located at points where A¢’ is a multiple of 27. These are called the optical
cavity resonances. The free spectral range (FSR) between adjacent resonances is given

by [128]

c
F =Av=— 4.1.4
SR v 57 ( )
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which, for a cavity length of 10 centimetres, yields approximately 1.5 GHz.
The full width at half maximum (FWHM) of the resonance expressed in phase do-

main can be derived from Eq. () as

e=4 '(1_R) (4.1.5)
= arcsin —_— . 1.
2VR

For high reflectivity mirrors (/2 ~ 1), this expression can be approximated as

2(1-R) 4
= = . 4.1.6
N (£.1.6)
In frequency units, the FWHM of the resonance v is given by [129]
2A
5w . (4.1.7)

v

An important parameter characterising the FP interferometer is the finesse F [[130]

Av  ©™/F VR
F=" == (4.1.8)

A high-finesse FP cavity can be employed as a short-term frequency reference for
laser systems [54]. The optical signal reflected from the cavity may be utilised to gener-
ate an error signal via the Pound-Drever—Hall (PDH) technique [131]], which is suit-
able for incorporation into a servo loop. The electronic servo loop stabilises the laser
frequency to the cavity resonance. A sufliciently fast servo loop enables narrowing of
the laser spectral width below that of the FP resonance [[132]. For instance, a cavity of
length 10 cm with a finesse of 400000 exhibits resonance linewidths of approximately
3.75 kHz, allowing spectral narrowing of the laser to below 100 Hz. More about the
PDH error generation can be found in [[122, 131, 133-135].

4.1.2 Realistic Mirror Model

The mirror model described in the previous section was simplified, lacking any in-
ternal structure. In contrast, a realistic FP interferometer intended for power-enhance-
ment applications requires a more advanced representation.

The model assumes that each mirror consists of a multi-layer dielectric coating de-
posited on an optical substrate. These coatings are designed to exhibit specific reflec-
tance and transmittance properties, but also introduce losses due to absorption and
scattering. These losses are generally difterent for reflected and transmitted light. More-
over, internal reflections within the substrate are usually suppressed using wedged sub-
strates or anti-reflection coatings [134].
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When accounting for these effects, the standard transmission and reflection for-
mulas of a FP interferometer must be modified to include the effective transmission,
reflection, and loss factors. The resulting transmitted intensity is

Ty 1
IT = Io 5 Ad (419)
(1—-R)21+ Fsin? (52)’

where I is the generalised finesse that depends on the mirror reflectivities and losses.
Similarly, the reflected intensity becomes

Ri+ (Ri+Th) (1122 _ 2R + 4Rsin? (%)) T (R? n mz)
(1— R)?+4Rsin? (52) '
(4.1.10)

These expressions reduce to those in the ideal case when mirror losses vanish. The

Ir = I

tull derivation, including the definitions of effective coefficients and generalised finesse,
is provided in Appendix B.

4.1.3 Light Intensity Inside The Cavity

The electromagnetic field inside a FP interferometer comprises two counter-prop-
agating components: a forward-travelling wave E;,. and a backwards-travelling wave
E cire, originating from reflection at the second mirror. These two waves form an in-
terference pattern along the cavity axis, resulting in a standing wave. The superposition
of these two fields gives rise to spatial modulation of the intra-cavity intensity

4
Iins(2) o 1+ cos <77T:c> , (4.1.11)

leading to periodic maxima and minima of intensity, known as an optical lattice [137].
The nodes are separated by \/2.

Typically, optical lattices are used as red-detuned optical dipole traps, where atoms
are attracted towards maxima of light intensity, i.e. lattices’ anti-nodes, due to a high
intensity gradient along the axis [138]. The light intensity at the anti-node is

. T 1 /5
]’antl-node -7 1 —+ R —+ > 4.1.12
0(1—R)21+Fsm (M’ ( ’ ( )

The intra-cavity power strongly depends on the phase A¢. Hence, to obtain the
maximum intensity, the FP interferometer is pumped with the light of frequency match-

ing the cavity resonance, or the cavity length is stabilised to the incoming beam wave-
length. In both cases, the light intensity at the anti-node is

I;I;t; -node — ]’ ( TlR (1 + R2 + \/ R ) (4113)
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Maximising the intra-cavity power with respect to the mirror transmission leads to
the condition of impedance matching, also known as critical coupling. Under typical
assumptions of identical mirrors and small losses, the transmission, for which the intra-
cavity power is maximised, is approximately equal to the mirror losses

A
T~ L. (4.1.14)

More about the critical coupling can be found in [139-142] also including asymmetri-
cal mirrors [143, 144].

The derivation of these results, including detailed expressions for circulating fields
and intensity build-up, is provided in Appendix C. This includes expressions for the
forward- and backwards-propagating waves and the resulting standing-wave intensity
profile. The dependence of the power enhancement factor 114 / [, on the mirrors’
transmission 7" for various L’ values is presented in Figure #.2. The above analysis con-

Figure 4.2: The dependence of intra-cavity power enhancement factor on the mirrors’
transmission 77 = 1 — R’ for different values of the losses L.

cludes that the maximum intra-cavity power highly depends on the losses, both scatter-

ing and absorption, introduced by the mirrors’ coatings.

4.2 Phase Noise, Frequency Counters, and Variances in
Frequency Stability Analysis

This section presents an overview of the key concepts I use for frequency stabil-

ity analysis. I begin by discussing phase and frequency noise, describing their
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physical origins and statistical properties. I then explain the limitations of the
standard N-sample variance and introduce two-sample approaches, such as the Allan
variance (AVAR) and its variants. Next, I describe methods for isolating the stability
of individual oscillators, focusing on the TCH method and the GCOV technique. Fi-
nally, I detail the operating principles of II- and A-type frequency counters and their
impact on stability measurements.

4.2.1 Phase and Frequency Noise

A sinusoidal signal influenced by both amplitude modulation and phase modula-
tion noise can be expressed as [[145]

V(t) = Vo (1 + alt)) cos 2mvpt + ¢(t)) (4.2.1)

where ;) is the nominal amplitude, v is the carrier frequency, «(t) represents the frac-
tional amplitude fluctuations and ¢(t) accounts for the random phase deviations (Fig-
ure @) In most practical systems, the magnitude of |c| is much smaller than unity,

Figure 4.3: Simulated sinusoidal signal affected by (a) amplitude modulation and (b)
phase modulation noises. The orange line represents the unmodulated signal, and the
blue dashed lines represent the signal modulated arbitrarily.

typically on the order of 1077 to 10™%, particularly in quartz oscillators and frequency
synthesisers [146]. The absolute value of ¢ (%) is generally of limited relevance, as it be-
comes meaningful primarily in two-port systems [147], where ¢(t) /2714 corresponds
to fluctuations in the propagation delay between input and output [148]. Greater at-
tention is given to the time derivative of the phase ¢ /271y, characterising frequency
instability [149]. The parameter can reach values as low as 8 x 107! in state-of-the-
art optical atomic clocks [150], serving as the prototype realisations of frequency stan-
dards. The time derivative of the instantaneous phase defines the fractional instanta-
neous frequency deviation from a nominal value 1/

_dy 1

= — . 4.2.2
dt 2wy ( )

y(t)
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The stability of the y(t) is most important in characterising the frequency source,
including radio-frequency (RF) oscillators, ultra-stable lasers, and atomic clocks [151].
Typically, the noise present in () has various sources [152]. Widely used phase noise
model, the polynomial law or the power law, distinguishes five noise types presented in
Table @ [153]. The total noise in the system is the sum of the contributions.

Table 4.1: The most common noise types distinguished by the polynomial law. Each
noise type is proportional to a frequency or averaging time in different powers.

Noise type | S,(f) | oy,(7)
White phase noise ho f? ashoT3/?
Flicker phase noise hi f arhy !

White frequency noise ho aphor /2
Flicker frequency noise | h_y f -1 a_1h_y
Frequency random walk | h_of ™2 | a_sh_o7'/?

In the frequency domain, the noise can be characterised using power spectral den-
sity (PSD) S, (f) [154]. The total noise can be written as

(42.3)

where h,, is the scaling factor, and f is the frequency. In the time domain, PSD can be
transformed into variance

2

D

n=—2

05(7) aQ_nhQ_nT”_l,

(4.2.4)

where a? ,, are scaling parameters used to distinguish the %, parameters used in PSD,
and 7 is the averaging time. For the optical frequencies, it is more common to present
the signal’s relative stability y using variances 05 or its square root, deviations o, [155].
Hence, this method will be used in this thesis to characterise the signals present in the

experimental setup.

4.2.2 N-sample and Two-sample Variances

The conventional N-sample variance

-~ 1
o

(4.2.5)



where y; are consecutive measurements of the fractional frequency and

1 N
i . 42.6
V== ;1 Y (4.2.6)

is the average frequency, is generally unsuitable for assessing frequency stability. This
is mainly because /N-sample variance fails to converge for certain noise types frequently
encountered in frequency sources, such as flicker frequency modulation (FM) noise,
and is inadequate for processes exhibiting time-diverging behaviour. A more appro-
priate approach involves introducing the averaging time 7 and evaluating only two fre-
quency samples N = 2. This leads to formulating the AVAR, a two-sample modifica-
tion of the standard variance [[155]. The AVAR of the fractional frequency deviation y
is defined as .

i =5 {5m-n}. (427)
where E{} denotes the expectation value, and y; and ¥ are average fractional frequen-
cies computed over successive time intervals of duration 7. In practical measurements,
the expectation E{ } is replaced by a statistical estimator,

S

- 1 -1

oy = (1) 1 [Gkr1 — Tx)°, (4.2.8)

< o
>
Il

which averages over M — 1 realisations of %o — #1. This estimator requires M con-
tiguous measurements of §. It is worth noting that even though the Eq. () is the
estimation of AVAR, it is common to use it as the definition [156]. The AVAR results
presented in this thesis are calculated using such an approach. The direct comparison
of standard N-sample variance and AVAR is shown in Figure @ For this purpose, I
generated the flicker FM noise [157] and calculated the deviation o, using N-sample
deviation and non-overlapping two-sample Allan deviation (ADEV). The N-sample
deviation changes significantly with the number of samples, while the non-overlapping
Allan deviation (ADEV) converges.

A practical and commonly adopted approach to estimating the AVAR involves us-
ing overlapping sample pairs, forming overlapping Allan variance (OAVAR) and over-
lapping Allan deviation (OADEV). This method leverages all possible combinations of
data points separated by the averaging time 7 = m7y, where m is a positive integer and
Tp represents the inverse of the sampling frequency. A proof of principle of OADEV
is presented in Figure @ Employing overlapping samples enhances the statistical con-
fidence of the stability estimate at the cost of increased computational demand. Al-
though these overlapping intervals are not entirely independent, they contribute more
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Figure 4.4: Comparison of convergence of the N-sample deviation (orange) and the
non-overlapping ADEV (blue) for the generated flicker FM noise.

degrees of freedom. When adopting an estimation-based definition, the OAVAR is ex-
pressed as [158]

1 M—2m+1 ((j+m—1 2
2 = =) e 429

Thisapproach yields a tighter confidence interval than the non-overlapping AVAR. The
comparison between the non-overlapping ADEV and the OADEYV is shown in Fig-
ure f.4. The deviations are calculated for the generated flicker FM noise. Due to the
higher number of degrees of freedom, the OADEV exhibits smaller confidence intervals
than the non-overlapping approach.

Due to the definition of the AVAR, it cannot distinguish between white phase noise
(oc 773/2) and flicker phase modulation noise (o< 771). The modified Allan variance
(MVAR) and modified Allan deviation (MDEV) are capable of doing so due to an ad-
ditional phase averaging operation [159]

) ] M—3m+2 (j+m—1 [itm—1 2
Moarl) = g & | 3 | o w0

j=i i=j k=i

(4.2.10)
The difference between OADEV and MDEYV is illustrated in Figure @ To generate
the plot, I simulated a signal composed of a white phase modulation noise and a flicker
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Figure 4.5: Comparison between non-overlapping samples and overlapping samples.
The red circles represent the measured frequency sampled in the constant interval 7.
For the averaging time 7 = 37, the non-overlapping sampling allows only two points
for estimating the AVAR, while the overlapping sampling allows for using four fre-
quency measurements.

phase modulation noise. I then calculated both the OADEV and MDEYV for the sig-
nal. As shown in the figure, the OADEV (orange curve) maintains a constant slope
on the log-log scale and cannot distinguish between the two noise types. In contrast,
the MDEV (blue curve) reveals two distinct noise regimes. For short averaging times 7,
the steeper slope corresponds to white phase modulation noise, while for longer 7, the
curve flattens, indicating the transition to flicker phase modulation noise. To emphasise
this, I fitted a function proportional to 7! (dashed black line) to the last few points of
the MDEV. This example demonstrates the advantage of using MDEV when analysing
experimental signals containing white PM and flicker phase modulation noise.

Selecting the appropriate type of variance for analysis is not straightforward, es-
pecially given other variance types commonly used in noise characterisation, such as
Hadamard variance, Total variance, and Parabolic variance [158]. AVAR is generally
the preferred method for evaluating 05 (7) across the full range of 7 values, up to 7 =
7T /2, for a data record lasting 7. This scenario is typical for atomic clock time scales,
where oscillators are continuously monitored and attention is mainly on slower pro-
cesses [160]. Conversely, the MVAR becomes more suitable when dealing with wide-
band noise associated with faster processes. Originating from optics, MVAR was devel-
oped to allow precise and efficient measurement of white phase modulation noise. It
is also important to mention that due to differences in normalisation, MVAR provides
more optimistic noise estimation in comparison to AVAR [149]. This effect is evident
in Figure @, where the flicker phase modulation noise (ox 77') appears lower when
estimated with MDEYV rather than non-modified ADEV.
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Figure 4.6: Comparison of confidence interval +=10¢ for non-overlapping ADEV (blue)
and OADEYV (orange). The deviations are calculated for the generated flicker FM noise.

Some oscillators exhibit ageing or linear drift of frequency over time. When esti-
mating the stability of the oscillator, the trend should be calculated and removed be-
fore estimating o, (7) [155]. This approach is applied in the thesis when analysing the
frequency stability of ultra-stable optical cavities.

It is generally insufficient to just calculate a stability statistic such as the Allan de-
viation and thereby obtain an estimate of its expected value. Any such determination
should be accompanied by an indication of the statistical confidence in this estimate,
expressed by upper and lower bounds at a specified confidence level. The confidence
limits of a variance estimate depend on the variance type, the number of available data
points and averaging factor, the chosen statistical confidence factor, and the underly-
ing noise type. A simple approximation to the confidence interval, without considering
the noise characteristics, sets the +10 (68.3%) error bars at +0,,(7)/v/N, where N is
the number of data pairs used in calculating the Allan deviation. Although straightfor-
ward, this estimate is often overly optimistic, particularly in the presence of correlated
noise processes.

A more rigorous approach is obtained by applying the chi-squared (x?) statistic to
variance estimators. Chi-squared methods allow one to calculate single- or double-sided
confidence intervals at any desired confidence level. These calculations require a deter-
mination of the effective number of degrees of freedom (eDOF), which depends on the
number of averaging intervals, the degree of data overlap, and the spectral character of
the underlying noise.
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Figure 4.7: Comparison of OADEV (orange) and MDEV (blue). The deviations are
calculated for the generated signal characterised by a sum of white phase modulation
noise and flicker phase modulation noise. The dashed black line, oc 771, is fit to the
latest points of MDEV to show the difference between the white phase modulation
noise and the flicker phase modulation noise.

Sample variances are distributed according to

5 eDOF - 52
= (4.2.11)
o

where x? is the chi-squared variable, s? is the sample variance, and o? is the true vari-
ance. The eDOF encapsulates the statistical efficiency of the estimator, accounting for
both the number of available samples and the noise type [145, 158]. The eDOF is there-
fore the key quantity for determining confidence intervals of Allan-type variances. It is
not equal to the raw number of samples, since successive averages are statistically cor-
related. The eDOF depends on the type of variance estimator, the number of available
data points NV, the averaging factor m = 7 /7, the degree of overlap, and the power-law
noise type.

For overlapping Allan deviation, the eDOF can be determined analytically from
Greenhall’s expressions based on the generalised autocovariance function [[161]. For
other estimators, such as the modified Allan deviation or the Hadamard deviation, sim-
ilar expressions exist. The rigorous use of eDOF together with chi-squared statistics is
now the standard method for computing confidence intervals of frequency stability
measures.
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Once the eDOF has been established, the true variance is bounded by chi-squared
statistics. For a sample variance s2 the double-sided confidence limits are obtained as

) eDOF - s° ) eDOF - s°
Ohnin = 5 - , O = 377 ooy (4.2.12)
x%(1 — 2, eDOF) x2(2, eDOF)

where x?(p, eDOF) denotes the p-quantile of the chi-squared distribution with e DOF
degrees of freedom, and p is the selected confidence level. The confidence interval on
the Allan deviation itself is then obtained by taking the square root of these bounds,

Omin = V02, Omax = \/ 02 (4.2.13)

In practice, the 10 confidence level (p ~ 68.3%) is commonly reported, although
higher confidence factors such as 95% or 99% may also be used.

In the present work, these confidence intervals were calculated using the AllanTools
Python package[[156], which implements Greenhall’s eDOF expressions and the chi-
squared statistics described above.

4.2.3 Three-Cornered Hat Method and Groslambert Covariance

Determining the frequency stability of an oscillator requires comparing its output
to that of one or more reference oscillators. Such a comparison inherently captures
the test oscillator’s and the reference’s instabilities. As a result, measurements typically
reflect the combined stability of oscillators, while the goal is often to assess the perfor-
mance of a single oscillator. One widely used technique for isolating the stability of an
individual oscillator is the Three-Cornered Hat (TCH) method, which involves simul-
taneously comparing the frequencies of three or more independent oscillators [162].

Considering three oscillators, A, B, and C, one can measure three combined vari-
ances 0% 5, 040, and 0. Assuming that the oscillators are uncorrelated, each com-
bined variance can be written as a sum of the variances of individual oscillators

o4p =04+ o5, (4.2.14)
04c =04+ 08, (4.2.15)
0ho = 0% + 02 (4.2.16)

These equations can be solved for the variance of the individual oscillator being inves-
tigated. For example [163]

1

The TCH method can help compare the stability of units with similar performance
levels. However, it may yield negative variance when applied to units with significantly
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different stabilities, correlated units, or insufficient available data. Therefore, this meth-
od should be applied carefully and not be seen as a replacement for a low-noise ref-
erence. It works best when used to evaluate units with comparable stability, helping
to identify the superior one. The appearance of negative variances indicates that the
method breaks down, typically due to limited measurement data, stability differences
or correlations between the units. Such issues are more likely to occur at longer aver-
aging times. If the TCH method fails, an approach proposed by Groslambert can be
used [[164]. It is based on the two-sample covariance, typically called Allan Covariance
or Groslambert Covariance (GCOV). The GCOV method ofters an alternative way of
assessing the stability of individual oscillators by exploiting the covariance between suc-
cessive frequency measurements. Unlike the TCH method, which estimates variances
through combinations of measured variances, the Groslambert approach directly cal-
culates a two-sample covariance between oscillators. A key advantage of this method
is its ability to eliminate biases introduced by measurement noise, especially white and
flicker phase noise originating from the measurement instrumentation. By construc-
tion, the GCOV does not square the measurement noise, which otherwise introduces
positive biases into the variance estimations when using the TCH.

For two oscillators A and B, the GCOV is defined as [[165]

1
GCOVAB(T) = §E [ZAZB] s (4.2.18)

where z4 and zp represent the time-differential frequency fluctuations of oscillators
A and B, respectively. This definition requires synchronous measurements of the in-
volved signals. Importantly, when applying the GCOV method, the variance of an os-
cillator, say B, can be retrieved through a combination of cross-covariances [[166]

03(1) = —GCOV 45 5c(7), (4.2.19)

where AB and BC' denote the beat measurements between oscillators A and B, and
B and C, respectively.

One of the significant strengths of the GCOV method is its immunity to measure-
ment noise. This property makes the technique particularly powerful when dealing
with ultra-stable oscillators, where the measurement noise can dominate at short aver-
aging times. Consequently, GCOV is especially beneficial when measuring stability at
very short integration times (below 1 second), where classical methods like the TCH
would suffer from high bias and increased uncertainty.

Nonetheless, the GCOV method also has limitations. It demands strict synchro-
nisation between the measurement channels, which may not always be feasible, espe-
cially in older or less sophisticated measurement systems. Furthermore, at longer aver-
aging times, where the measurement noise becomes negligible compared to the oscilla-
tor noise, the advantages of GCOV diminish, and its results converge to those obtained
using the TCH.

50



4.2.4 Frequency Counters

Frequency counters are widely utilised instruments for measuring the stability of
oscillators. The internal measurement principle significantly influences the output data
and thus must be carefully considered during stability analysis. Two principal types
of frequency counters are commonly encountered: the II-type and the A-type coun-
ters [158, 167]. The average relative frequency 7(7) measured by the counter during
the averaging time 7 can be defined as

<

(1) = /O N y(t)w(t; 7)dt, (4.2.20)

where w(t; 7) is the weighting function related to the counter type.

A Il-counter operates by counting the number of zero crossings over a fixed gate
time 7, corresponding to a uniform rectangular time window. The measured fractional
frequency y(t) is obtained by simple integration over the gate interval [168]

gir) = - / (e, (42.21)

The associated weighting function, wr; (¢; 7), is a rectangular function:

{ L o<t<r,
wn(t;7) =<7 . (4.2.22)
0, otherwise.
This leads to a low-pass filtering effect on the measured signal. Consequently, II-coun-
ters offer good sensitivity to long-term fluctuations but perform poorly when capturing
high-frequency noise such as white or flicker phase modulation [[169].

In contrast, the A-counter improves upon this principle by using overlapping gate
intervals and measuring phase differences continuously. The weighting function in a
A-counter has a triangular shape

%, 0<t<iZ,
wa(t;T) = 250 T <<, (4.2.23)
0, otherwise.

This smoother transition reduces the impact of wideband noise and enhances sensitiv-
ity to fast phase variations. In particular, the response to white phase noise decreases
as 7%/2 for a A-counter, while it decreases only as 7~ for a [I-counter [170]. An
additional factor to consider is the dead time between measurements. Traditional I1-
counters often introduce dead time, which can bias the variance estimation and espe-
cially degrade the evaluation of short-term stability. In contrast, A-counters typically

51



Figure 4.8: Weighting functions for the II-counter (rectangular) and A-counter (trian-

gular).

operate with overlapping measurements and minimal or zero dead time, improving sta-
bility analyses’ reliability [159].

Moreover, it is crucial to recognise the limitations introduced by the internal time-
base of the counter. The internal reference clock’s phase noise and frequency instability
add directly to the measured signal. Therefore, high-precision measurements require
the counter to be synchronised to an external reference of superior stability. Failure to
do so results in apparent degradation of the device under test, masking its true perfor-
mance [169].

Modern frequency counters like the K+K FXE65 offer selectable measurement
modes that switch between II- and A-type operations [171].
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Chapter 5

Experimental Setup at National
Laboratory FAMO

ithin this chapter, I present the experimental infrastructure that I developed

\- x ) and implemented at the National Laboratory FAMO for high-precision spec-

troscopy of the Hg clock transition. I begin with a description of the vacuum

apparatus, which provides UHV conditions for the co-trapping of Hg and rubidium

(Rb) atoms. I outline the operation of the Hg source and the main science chamber,
which form the basis of the experimental system.

I then describe the laser systems required for cooling and trapping Hg atoms at
253.7 nm, including the generation of the UV light through frequency conversion and
its stabilisation to an OFC. In the following section, I present the ultra-stable optical
reference based on a FP interferometer, detailing its mechanical design, thermal stabil-
isation, and characterisation.

I then introduce the laser setup for 'Sy — Py spectroscopy at 265.6 nm, explain-
ing the referencing scheme to the optical reference, the implementation of FNC, the
amplifier stage, and the frequency conversion chain. I also describe how I evaluated the
frequency stability of this system.

In the later sections, I present the repumping laser systems I constructed to deplete
atoms from the metastable states, including the digital frequency stabilisation scheme
and the design of custom extended-cavity diode lasers (ECDLs). Finally, I outline my
design and implementation strategy for the optical lattice at the magic wavelength, to-
gether with the new vacuum chamber and magnetic field coils that I developed to ac-
commodate it. These elements together form the technical foundation for my attempt
to realise a Hg optical lattice clock in our laboratory.
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5.1 Vacuum System and Mercury Source

a feature which makes it unique. The vacuum setup, presented in Figure El],

consists of three parts: the Hg source, the Rb source with the Zeeman slower,
and the main scientific chamber, where the two species can be collocated and trapped in
aMOT oradipole trap. The vacuum system was extensively described in [172]. Hence,
I will only briefly describe the Hg part.

The Hg part of the vacuum system contains a reservoir with Hg atoms cooled to
—30 °C, a cubic chamber, and two gate valves. During the experiment only, the tem-
perature of the Hg source is raised to —8 °C to increase the vapour pressure of Hg. This
reservoir is isolated from the main scientific chamber by a pneumatically actuated gate
valve. The valve is opened only during the experiment, which allows for the mainte-
nance of the UHV in the main chamber.

The main chamber is equipped with a 150 1/s ion-sublimation pump. The fila-
ments of the sublimation pump are periodically activated to refresh the titanium layer
inside the pump. Active residual gases are permanently bound to the freshly deposited
titanium surface.

Differential pumping is implemented between the main chamber and the Hg source.
A copper tube with a length of 25 mm and an internal diameter of 1.5 mm is used. The
inner side of the tube is conical and coated with a gold layer. The conical surface has
a stepped profile, which increases the effective pumping area. Mercury and gold form
an amalgam, which allows hot Hg atoms to bind to the gold-coated surface. The cu-
bic chamber between the Hg reservoir and the main chamber is used for optical access
for the source diagnostics. The spectroscopy of the Hg vapour enables estimation of
the source performance and can indicate the necessity of Hg droplet replacement. The
chamber could also be used for a 2D MOT for the atomic beam collimation.

O ur vacuum system allows for experiments with ultra-cold Hg and Rb atoms,

5.1.1 Mercury Source

The source consists of a droplet of Hg stored inside a copper reservoir. The reservoir
is cooled to suppress the high vapour pressure of Hg. The cooling system consists of
two thermoelectric coolers (TECs) and a glycol-based coolant, maintained at —18 °C
and circulated by a chiller!. The temperature of the reservoir is measured using a PT100
resistive sensor.

The reservoir is mounted at the bottom of a six-way cross vacuum chamber. Two
of the arms are sealed with CF 35 viewports. The top viewport allows visual inspection
of the Hg content inside the reservoir, as shown in Figure 5.2, The side window can be
used for optical access for the pushing beam used in the 2D MOT.

1Bolid Piccolo
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Figure 5.1: Top: CAD model of the vacuum system. The vacuum setup consists of
three parts: the Hg source, the Rb source with the Zeeman slower, and a main science
chamber, labelled in blue, red, and black, respectively. Bottom: Photograph of the ac-
tual vacuum system. The Rb source is visible on the left and the main science chamber
on the right, while the Hg source is hidden behind the main chamber.

The remaining two arms of the six-way chamber are connected to vacuum valves.
The first gate valve connects to two T-cross chambers housing a 20 1/s ion-pumpﬂ, a
S 1/s ion-getter pumpﬂ, and a turbo-molecular pump line. The ion pumps maintain a

2Agilent Technologies StarCell 20
3SAES NEXTorr D 200-5
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Figure 5.2: Picture of the Hg droplet inside the copper reservoir after refill. The amal-
gam surrounds two fresh Hg droplets. Photo taken from above using the top viewport.

pressure of 107% mbar in the reservoir. The second gate valve is connected to a cubic
chamber, which is opened during the experiment.

As seen in Figure Q, the Hg droplet has formed an amalgam with the reservoir.
This amalgamation alters the surface interaction with the fresh Hg and reduces the time
between refills. A new Hg source is currently being developed by Matej Veis and Jacek
Pyszka and tested in a different experimental setup built by me in the past. The new
design is based on a 4-stage TECH, which allows cooling the reservoir below —80 °C
with a coolant temperature of 19 °C.

Although I did not take part in the construction of the Hg reservoir, I include this
section to clarify its operation and to highlight the limitations that have motivated the
redesign.

#Laird Thermal Systems 9340005-304
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5.1.2 Main Scientific Chamber

The main vacuum chamber is connected to a four-way cross equipped with an ion-
sublimation pumpa. Theion pump hasa pumping speed of 1501/s, allowing the system
to reach pressures as low as 10~? mbar. The manual valve is connected to the top flange,
which allows the turbo-molecular pump to be connected for vacuum recovery.

Within the main vacuum chamber, Hgand Rb atoms can be collocated and trapped
in the MOT or the dipole trap, allowing for various experiments, including collisional
studies or Hg-Rb photo-association.

The main vacuum chamber is a regular hexadecagon made of stainless steclf. The
chamber provides optical access via fourteen CF 16 viewports with various anti-re-
flection coatings, and two CF 160 viewports with anti-reflection coatings designed for
253.7 nm and 780 nm. The CF 16 viewports are used for Hg horizontal MOT beams,
Rb horizontal MOT beams, Zeeman slower beams, imaging beams, and a dipole beam.
The CF 160 viewports are used for the Hg vertical MOT beam, the Rb vertical MOT
beam, a photo-association beam, and a beam resonant to 1S, — 3P; transition in Hg
overlapped with a beam resonant to a clock 'Sq — ®Py transition. The 'Sy — *P; beam
is used as a guide beam for a clock beam. Due to a low transmission of a CF 160 view-
ports for a 363 nm light, below 80% of total transmission through the chamber, the
current configuration does not allow for implementing the optical lattice with enough
power enhancement. Also, installing the lattice mirrors inside the current main vac-
uum chamber is impossible. Hence, I designed a new vacuum chamber tailored for the
optical lattice for Hg. More about the new vacuum chamber in Section .

5.2 Laser System for Hg Magneto-Optical Trap

linewidth light source at 253.7 nm, resonant with the 1S,— 3Py transition. This
section presents the laser system developed for this task. In the first subsection,
I present the optical setup used to generate and distribute the 253.7 nm light. I out-

The ability to laser-cool and trap neutral Hg atoms relies on a stable and narrow-

line the frequency conversion process based on frequency quadrupling of fundamental
lightat 1014.8 nm, including successive second-harmonic generation (SHG) stages, fre-
quency shifting using acousto-optic modulators (AOM:s), and preparing multiple UV
beams. These beams serve different roles within the experiment: laser cooling, saturated
absorption spectroscopy, and spatial alignment of the clock transition probe beam.

In the second subsection, I detail the method used to stabilise the frequency of the
fundamental laser to an OFC referenced to an ultra-stable 1542 nm cavity. I explain
the beatnote detection scheme, signal processing, and feedback control using a PI’°D

5Agilent Technologies Noble Diode 150
¢Kimball Physics MCF600-SphHexadecagon-F2A16
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servo. I also describe how I characterised the performance of the frequency servo loop
by measuring the beatnote spectrum and plotting the ADEV.

5.2.1 Optical Setup for Hg Laser-trapping

Laser cooling and trapping of Hgatoms ina MOT require astablelightat 253.7 nm.
A schematic representation of the complete optical setup used for this purpose is shown
in Figure Q

Figure 5.3: Schematic of the laser system used for the generation of 253.7 nm light for
the cooling and trapping of Hg atoms. The laser frequency is stabilised via optical beat
detection to an OFC.

The UV lightat 253.7 nm is produced by a commercial systemﬁ, based on frequency
quadrupling of near-infrared radiation at 1014.8 nm, referred to as the fundamental
light. The fundamental light is initially generated by an ECDL, and amplified to a
power level of approximately 2 W using a tapered amplifier (TA). The fundamental
light is injected into a bow-tie enhancement cavity with a Lithium Triborate crystal,
stabilised at a temperature of 47 °C. This stage utilises SHG at 507.4 nm, with an opti-
cal conversion efficiency of nearly 100%. Efficient phase matching is achieved through
careful alignment of the cavity mirrors and optimisation of the input coupling.

The optical cavity is locked to the frequency of the fundamental light using the
PDH technique. The phase modulation required for PDH locking is realised via high-
frequency modulation of the diode laser current, producing sidebands. Cavity length

7T0ptica TA-FHG SUV
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stabilisation is accomplished using a piezoelectric transducer (PZT) attached to one of
the mirrors.

The 507.4 nm light is coupled into a second bow-tie cavity, containing a non-linear
crystal held at 41 °C. Although the crystal type remains unspecified, the cavity operates
under conditions analogous to the first doubling stage, including phase matching and
PDH-based length stabilisation. This final stage generates up to 100 mW of UV lightat
253.7 nm. While the system was originally capable of producing over 200 mW of UV
power, its output power has decreased over time due to the harmful effects of prolonged
UV exposure on the optical components.

The UV lightat 253.7 nm is divided into three separate optical paths using AOMSE,
operating as frequency shifters. These components, labelled AOM2-AOM4 in Fig-
ure @, were installed and aligned by Archita Sahu, Indrajit Nandi, Marcin Witkowski,
and me. AOM4 shifts the frequency of the UV beam by 200 MHz and directs it towards
a saturated absorption spectroscopy setup. This arm is used to manually fine-tune
the laser frequency to resonance with the 'Sy — *P; transition by means of Doppler-
free spectroscopy on thermal Hg vapour. The spectroscopy signal is detected using an
avalanche photodiodeﬂ. I constructed the saturation spectroscopy setup myself.

AOM2 shifts the frequency of the laser output beam by 197 MHz, resulting in a
red-detuning of 3 MHz relative to the 1S, — 3P; transition. This beam is directed into a
Galilean telescope, which expands the beam diameter to approximately 10 mm, appro-
priate for the MOT. After expansion, the beam is split into three power-balanced arms
to serve as the vertical and horizontal MOT beams. This part of the optical setup, in-
cluding the telescope and beam-splitting arrangement, was assembled by Archita Sahu,
Indrajit Nandi, and Marcin Witkowski.

The third modulator, AOM3, extracts a low-power portion of the UV light to pro-
duce a beam resonant with the 'Sy — 3Py transition. This beam is used as a spatial
reference to align the 'Sy — Py clock transition probe beam, ensuring co-propagation
and overlap within the atomic sample. The resonant reference beam was prepared by
Matej Veis, while I performed the alignment of the clock transition probe beam myself.

The AOMs used in the setup are based on UV-grade fused silica crystals and exhibit
single-pass diffraction efficiencies exceeding 90% when operated with p-polarised light,
that is, light polarised in the plane of incidence. According to the data sheet, the ef-
ficiency for s-polarised light is significantly lower, making double-pass configurations
based on polarising beam splitters (PBSs) inherently inefficient. In such arrangements,
where the incident and diffracted beams are orthogonally polarised and separated via a
PBS, the overall diffraction efficiency drops below 25%.

While higher efficiency could be achieved using alternative separation schemes, such
asknife-edge mirrors, these approaches demand substantially longer optical paths, which

8 AA Opto-Electronic MQ200-A1.5-244.300-Br
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would complicate the layout and stability of the system. Consequently, all AOMs are
operated in single-pass configurations. When the RF driving signal is altered, corre-
sponding changes in beam direction are compensated by readjusting the optical path
using steering mirrors and guiding irises.

The laser system provides access to two low-power outputs of the fundamental light
at 1014.8 nm. One of these beams is frequency-shifted by 220 MHz using AOM],
as indicated in Figure @, configured in a double-pass arrangement. The frequency-
shifted beam is coupled into a polarisation-maintaining (PM) optical fibre and directed
to a fibre-coupled beatnote detection unit (BDU). The half-wave plate in front of the
PM fibre s used for polarisation alignment with the fibre’s polarisation axis. I assembled
and aligned the double-pass AOM configuration myself, while the injection into the
PM fibre was performed by Marcin Witkowski.

The second input of the BDU is seeded by light from an OFC, also delivered via a
PM fibre. The OFC is located in a different part of the building. The fibre connecting
the OFC and the laboratory is 200 m long. The OFC is stabilised to an ultra-stable
optical reference cavity operating at 1542 nm and acts as a transfer oscillator, allowing
the frequency stability of the optical reference to be transferred to the 1014.8 nm laser
system. The OFC and the 1542 nm ultra-stable laser are part of a project conducted by
Marcin Bober and Piotr Morzy1iski. I personally performed the mode-matching of the
OFC beam and injected it into the PM fibre.

The OFC is based on a phase-stabilised femtosecond laser whose spectrum com-
prises evenly spaced modes, commonly referred to as zeezh. The frequencies of the OFC

modes are described by
f - fCEO + nfrepy (521)

where fcro denotes the carrier-envelope offset frequency, fr; is the pulse repetition fre-
quency, and n is an integer representing the mode number. The repetition frequency,
Jrep»> can be phase-locked either to a RF reference or to an optical reference, such as an
ultra-stable laser locked to a high-finesse cavity. The offset frequency, fcro, is stabilised
using frequency-doubling techniques combined with f-2f self-referencing interfer-
ometry.

The BDU measures the frequency difference, fyear, between the optical frequencies
of the two input beams. In the present setup, the repetition rate of the OFC is stabilised
to 250 MHz. Consequently, the beatnote signal lies within the RF signal range of DC
to 125 MHz. This electronic signal can be used to stabilise the fundamental light fre-
quency arbitrarily.

The optical frequency of the fundamental light at 1014.8 nm can be expressed as

f1014.8 nm — fCEO + nfrep =+ fbeat - 2fAOM1; (522)

where faom: is the frequency of RF signal driving the AOM1, which operates in a
double-pass configuration as shown in Figure @ The sign of = fieae has to be deter-
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mined experimentally, e.g. by changing the AOMI1 frequency and observing whether
the fe rises or decreases.

The second low-power beam of the fundamental light is delivered to a wavelength
meterd via 2 multimode optical fibre. The wavelength meter provides a coarse estimate
of the laser frequency, which is sufficient either for initial alignment or for determining
the OFC mode number n.

The OFC mode number can be obtained by rounding to the nearest integer

. \\fWM — fceo F foear + 2fAOM1-‘
n= 7 ,
I'Cp

where fy is the optical frequency measured by the wavelength meter.
To unambiguously identify the mode number n, the wavelength meter uncertainty
must be smaller than half the OFC modes spacing.

(5.2.3)

5.2.2 Laser Frequency Stabilisation to Optical Frequency Comb

Historically, lasers were stabilised either directly to atomic transitions using spec-
troscopic techniques [[173-[175] or indirectly by referencing them to other lasers with
better frequency stability. In such cases, the reference laser had to operate ata frequency
sufficiently close, typically within a few gigahertz, to the target laser in order for the fre-
quency difference to be manageable by the servo loop electronics.

When the two lasers operated at significantly different wavelengths, frequency sta-
bility could still be transferred using an optical transfer cavity. In this method, the
length of a high-finesse optical cavity is actively stabilised to the reference laser using
a PZT attached to one of the cavity mirrors. The target laser is then referenced to the
same cavity. This approach, however, demands custom-designed cavity mirrors with
high reflectivity at both wavelengths involved, making it experimentally complex and
wavelength-specific.

The advent of OFCs, a breakthrough recognised with the 2005 Nobel Prize in
Physics [176, 177], has revolutionised this process. OFCs allow for robust and broad-
band transfer of frequency stability between lasers across a wide spectral range.

The OFC employed in this work was referenced to an ultra-stable fibre laserld op-
erating at 1542 nm. This fibre laser was, in turn, referenced to an ultra-stable optical
cavity that ensures short-term stability. Long-term frequency drift was actively com-
pensated by comparing the OFC repetition rate to a 10 MHz reference signal derived
from UTC (AOS) [178-180].

Using this setup, the frequency stability of the ultra-stable laser is transferred to
the 1014.8 nm fundamental light used for the generation of 253.7 nm radiation. The

10HighFinesse WS7-60
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transfer is achieved via optical heterodyne detection. A beatnote between the referenced
laser and the nearest OFC mode is generated, and it lies within the RF range. This RF
signal is electronically filtered, amplified, and phase-compared to a stable local oscillator
(LO). The resulting phase difference provides an error signal that is fed into a feedback
servo loop, which stabilises the laser frequency accordingly. The electronic scheme used
to reference the 1014.8 nm laser to the OFC is shown in Figure Q The system was
originally installed by Marcin Witkowski and later modified and optimised by me.

The beatnote signal is detected using a fibre-coupled commercial BDUM. This sig-
nal contains the optical frequency difference between the referenced laser and the spec-
trally closest OFC mode, as well as the 250 MHz signal corresponding to the repetition
rate frep, and spurious components that must be filtered out.

A portion of the filtered signal is tapped by a directional coupler for spectrum anal-
ysis. When unused, the coupler output is terminated with a 50 {2 load. The main RF
path continues to a level 7 double-balanced mixer. An arbitrary function generatorﬁ,
referenced to UTC (AOS), produces a 7 dBm LO signal for the mixer. The mixer shifts
the beatnote frequency to match the passband of a narrow bandpass filter centred at
21.5 MHz, which precedes the phase detector. The LO frequency is chosen to satisfy
the condition

Fro = | foeu & 21.5 MHz]| . (5.2.4)

In practice, we fine-tune LO frequency during the optimisation of the MOT.

The frequency-shifted beatnote is then amplified, filtered, and split into two paths.
One path is monitored on a spectrum analyser, while the other is directed to a digital
phase detector based on field-programmable gate arrays (FPGA). These detectors can
track phase differences up to £256 7, which provides a broad capture range suitable
for locking systems with significant phase changes.

Digital phase detectors are available in at least two distinct architectures. The sim-
pler variant operates by counting zero-crossings of the rectified input signals, incre-
menting on one channel and decrementing on the other, thereby extracting the phase
difference. A more advanced implementation digitises the analogue inputs and com-
putes the phase and amplitude using the CORDIC algorithm [[181-183]. Regardless
of the specific type, digital phase detectors require highly filtered input signals to func-
tion reliably.

The 21.5 MHz reference signal for the phase detector (0 dBm) is also generated us-
ing an arbitrary function generator* referenced to UTC (AOS). The analogue output
of the phase detector serves as the error signal for the feedback loop.

For frequency stabilisation, Iimplemented a servo loop based on a PI3D controllerd,
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Figure 5.4: Schematic of the electronic setup used to reference the 1014.8 nm laser to
the OFC. The beatnote between the laser and the nearest OFC mode is detected, mixed
with a LO, and filtered before entering a digital phase detector. The resulting error
signal is processed by a Toptica FALC 110 PI®D controller, which drives the diode laser
current (fast path) and PZT (slow path). Coloured blocks indicate signal paths: yellow
for input signal processing, blue for LOs, and pink for the feedback loop.

The fast output is used to modulate the current of the 1014.8 nm laser diode, while the

slow output controls the PZT of the ECDL, enabling coarse frequency stabilisation.
The optimisation of the PI*D controller gain parameters was performed based on

the spectral characteristics of the controller’s main output. During this procedure, I ex-
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perimentally adjusted the parameters to shift the servo bump towards higher frequen-
cies, which is an indicator of increased servo-loop bandwidth. To adjust the main gain,
I minimised the phase detector output signal peak-to-peak value observed on the os-
cilloscope. As a result, I achieved a servo bandwidth exceeding 350 kHz. The spectra
of both the controller’s main output and the optical beatnote signal, recorded using a
spectrum analyser, are shown in Figure @

Figure 5.5: Spectral measurements of the servo controller’s main output (upper trace)
and the optical frequency beatnote signal (lower trace), recorded using a spectrum anal-
yser. The spectrum of the controller output exhibits a servo bump at 356 kHz, corre-
sponding to the bandwidth of the feedback loop. The optical beatnote shows a narrow
spectral peak near the reference frequency, surrounded by a suppression dip, indicating
that the laser spectrum is being compressed within a narrower frequency range.

To evaluate the frequency stability of the 1014.8 nm laser, I measured the stabil-
ity of the beatnote signal and calculated the non-overlapping ADEV ¢, as plotted in
Figure @

For these measurements, I compared the beatnote signal to a reference 10 MHz sig-
nal derived from UTC (AOS), which I assumed to be much more stable. This assump-
tion enabled me to extract the stability characteristics of the 1014.8 nm laser without
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Figure 5.6: Non-overlapping ADEV of the optical beatnote signal between the
1014.8 nm laser and the OFC. The measurement was performed using a commercial
phase-noise analyser referenced to UTC (AOS), enabling evaluation of the frequency
stability of the laser. The phase-noise analyser does not provide confidence intervals.

requiring more complex techniques such as the TCH method or GCOV analysis.

Itis important to note, however, that this measurement does not account for phase
noise introduced by the 200 m-long optical fibre connecting the OFC to the labora-
tory. Since no optical reference is present at the remote end, fibre-induced noise is
not visible in the current detection scheme. Based on measurements performed on the
'Sy — ®Py transition probe laser, I estimate that the fibre-induced instability does not
exceed 1 x 10719 at 1 s of the averaging time. A detailed discussion of fibre-induced
noise is provided in Section .

5.3 Ultra-stable Optical Reference

stable reference system based on a FP cavity. The system serves as a frequency ref-
erence for stabilising a narrow-linewidth laser operating near 1062.55 nm, a wave-
length corresponding to the optical clock transitions in Hg before the frequency qua-

In this section, I discuss the design, construction, and characterisation of the ultra-

drupling.

I begin by describing the mechanical design of the FP cavity, with particular atten-
tion paid to reducing sensitivity to environmental vibrations and thermal fluctuations.
I then detail the implementation of the UHV system, which ensures long-term stability
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of the refractive index inside the cavity. I also discuss the thermal shielding and active
temperature stabilisation techniques developed to suppress cavity length variations due
to thermal expansion. Next subsections are devoted to the vibration and acoustic isola-
tion systems I developed to attenuate external disturbances. I then present the experi-
mental determination of the cavity’s zero-crossing temperature and evaluate the cavity
finesse using the cavity ring-down method.

5.3.1 Ultra-stable Optical Cavity Mechanical Design

The optical reference system is based on a notched FP cavity with a spacer made
of ultra-low expansion (ULE) glass (Figure @) The cylindrical spacer has a length of

Figure 5.7: Notched FP cavity consisting of a spacer and compensation rings made of
ULE glass, with mirrors made of fused silica. The cavity is supported by four Viton
balls resting on a Zerodur cradle.

100 mm and a diameter of 50 mm. The cavity employs a standard plano-concave mirror
configuration, where one mirror is planar and the other has a radius of curvature (ROC)
of 50 cm. Both mirrors are made of fused silica and are optically contacted to the ULE
glass spacer. To minimise the influence of the mirror substrates on the overall thermal
response of the cavity, ULE glass compensation rings are also optically contacted to the
rear surfaces of the mirrors.

The dielectric coatings on the mirrors are designed to provide high reflectivity at
both 1062.55 nm and 907.92 nm, corresponding to the 'So—*Py and 'S *P5 transi-
tions in Hg, before the frequency quadrupling. The reflective coatings were designed
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and deposited by FiveNine Optics, while the spacer, mirror substrates, compensation
rings, and optical contacting were supplied by Stable Laser Systems.

Mechanical isolation of the cavity from environmental vibrations and gravitational
forces is essential to achieve high stability [184, 185]. Acceleration acting on the cav-
ity introduces two primary eftects: sagging of the spacer along the optical axis, which
changes the mirrors’ separation distance, and deformation of the spacer surfaces, which
affects the mirrors’ parallelism. These effects can be mitigated by supporting the cavity
at optimised positions suited for notched geometry [186, 187]. Finite-element sim-
ulation, performed in SolidWorks, is used to determine the optimal support points
that minimise deformation under external acceleration. Further refinement can be per-
formed experimentally by adjusting the support positions and observing the resulting
improvement in cavity performance.

The support points for the cavity were determined and specified by the manufac-
turer. The axial spacing between the supports is 54 mm, while the transverse spacin
is 43.8 mm. The cavity is supported by four Viton balls with a diameter of 3/32”
These supports rest on a cradle machined from Zerodur, offering a mechanically and
thermally stable mounting platform. To accurately position the Viton balls, a dedicated
alignment fixture with undercut grooves was employed (Figure @), allowing the balls
to be slid into place on the surface of the Zerodur cradle. Once the cavity was installed,
the fixture was removed.

Figure 5.8: Dedicated alignment fixture with undercut grooves used for positioning the
Viton balls. The fixture was slid onto the Zerodur cradle to ensure accurate placement
of the Viton balls at the manufacturer-specified support points.

17Precision Plastic Ball
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The stability of the cavity length is related to the spacer’s response to temperature
fluctuations. The relative change in the optical path length due to thermal expansion
can be expressed as

% = a(T)AT + %Z—;ATQ + O(AT?), (5.3.1)
where a(T') is the temperature-dependent coefficient of thermal expansion (CTE), T
is the absolute temperature, and AT’ is a small temperature deviation.

The coefficient o(7") varies with temperature and zeroes at a specific temperature
T, known as the zero-crossing temperature, for which «(7;) = 0. While the manu-
facturer provides the nominal zero-crossing temperature of the ULE glass spacer [188],
the effective zero-crossing temperature of the entire cavity is shifted due to the influence
of the fused silica mirror substrates. To minimise this shift, ULE glass compensation
rings are optically contacted to the rear surfaces of the substrates, reducing the thermal
mismatch between the spacer and the mirrors [[189].

The second-order term, g—%, typically has a value on the order of 1x 1079 K2 [188].
Achieving a fractional frequency stability at the level of 107'¢ requires the temperature
of the cavity to be stabilised near the zero-crossing temperature with a stability better
than 1 mK.

The optical path length between the cavity mirrors depends not only on their phys-
ical separation but also on the refractive index of the medium within the cavity. Varia-
tions in the refractive index n due to changes in temperature and pressure directly in-
fluence the frequency stability of the optical reference. The temperature- and pressure-
dependence of the refractive index of air is described by the corrected Edlén equation
[19d, [191]

p(n — 1), [1+ 10-5(0.601 — 0.00972T)p]
96095.43 (1 + 0.00366107) ’
2406147 15998
B0—1/0 389-1/x]

n—1= (5.3.2)

(n—1)s =3 x 107 [8342.54 + (5.3.3)

where A is the wavelength in micrometres, 7" is the temperature in degrees Celsius, and
p is the pressure in pascals.

The relative frequency stability of the cavity is directly proportional to the relative
stability of the refractive index:

Av  An
= x = (5.3.4)
v n

Since the refractive index of air is close to unity (n ~ 1), the relation simplifies to

— x An. (5.3.5)
v
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From Eq. () and Eq. (), achieving a fractional frequency stability at the

level of 10716 for 1062.55 nm light necessitates pressure fluctuations below approxi-
mately 1.3 X 10~1° mbar. Consequently, the cavity must be housed in an UHV en-
vironment. In addition to suppressing refractive index fluctuations, UHV conditions
improve thermal stability by eliminating convective heat transport. It should be noted,
however, that the critical requirement is not the absolute vacuum pressure, but rather
its stability over time. Achieving good vacuum stability is more feasible in a better vac-
uum, where pressure fluctuations are inherently reduced.

The cavity is housed within a vacuum system comprising three chambers made
from aluminium. Due to its significantly higher thermal conductivity than stainless
steel, aluminium facilitates a more uniform temperature distribution across the system.
The vacuum system was primarily designed by Rodolfo Mufioz-Rodriguez and subse-
quently modified by me. I assembled the system with Marcin Witkowski.

The outermost chamber is nearly cylindrical, with an external diameter of 306 mm,
and functions both as a sealed vacuum enclosure and as a thermal reservoir for regulat-
ing the cavity temperature during stabilisation. The chamber is sealed axially at both
ends with Viton o-rings and flanges fitted with centrally positioned 1-inch wedged win-
dows@, which provide optical access to the cavity. Each window is mounted in a slot
inclined atan angle of 4°, ensuring that no two windows are parallel to each other or the
cavity mirrors, thereby suppressing the formation of unwanted etalon effects or spuri-
ous interferometers. Each window in all chambers’ flanges is sealed on both sides using
pressed 1 mm-thick indium wire.

Three vacuum ports are integrated into the chamber: one for an all-metal angle
valve, one for a T-cross chamber, and one for a 20-pin electrical feedthrough (Figure é)
The angle valve facilitates evacuation of the system using a combination of a backing
pump and a turbomolecular pump. The T-cross chamber connects to a 20 I/s ion
pump to maintain UHV conditions. The electrical feedthrough provides connec-
tions for three TECs wired with a common ground, a Pt1000 resistance thermometer in
a four-wire configuration for the temperature stabilisation loop, and six Pt100 sensors
used to monitor thermal gradients across the middle chamber. We used the monitor-
ing Pt100 sensors in the early stage of the project for diagnostics, but now they remain
unconnected. The chamber is supported by four 1-inch, 15 cm long pillars and stands
on the optical breadboard.

Since aluminium is significantly softer than stainless steel, it is unsuitable for stan-
dard ConFlat connections employing knife edges and copper gaskets. Instead, the vac-
uum ports were designed to use 1 mm-thick indium wire as a sealing material. The
indium wire had to be treated appropriately before installation to ensure reliable vac-
uum sealing.

18 Thorlabs WW11050-B
19Agilent Technologies StarCell 20
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Figure 5.9: Photo of the 20-pin electrical feedthrough before mounting on the vac-
uum chamber. Vacuum-compatible Kapton-insulated wires are connected to the
feedthrough pins using beryllium copper set-screw connectors. The feedthrough pro-
vides electrical access to three TECs wired in a common-ground configuration, a
Pt1000 sensor in a four-wire arrangement for active temperature stabilisation, and six
Pt100 sensors that were initially used to monitor temperature gradients across the mid-

dle chamber.

I began by cutting the required lengths of 99.99% purity indium wire and degreas-
ing them in an ultrasonic bath using acetone. I then placed the wires in a 10% hy-
drochloric acid (HCI) solution for one minute to remove surface oxides. Once dry,
the indium wires were ready for installation in the vacuum system.

The middle and inner chambers are nearly cylindrical but are not vacuum-tight.
They serve as thermal shields and dampers for vacuum fluctuations. The middle cham-
ber is supported by three TEC modulesd (Figure ) To ensure vacuum compat-
ibility, I modified the TEC modules by removing the insulation from the connecting
wires and eliminating the silicone compound between the ceramic plates. I then cleaned
the modules in an ultrasonic bath using a water-detergent solution, rinsed them with
demineralised water, and subsequently subjected them to a second ultrasonic bath in
99.5% acetone. To verify that the cleaning procedure did not degrade the thermal per-
formance, I compared the heat transfer efficiency of the treated modules with that of
the untreated ones.

The chamber contains machined pockets at the bottom to accommodate the TEC
modules. To enhance thermal contact between the TECs and the chamber body, we

20CUI Devices CP115559405
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Figure 5.10: Bottom view of the middle chamber with three TEC modules attached.
The modules are coupled to the chamber using 1 mm-thick indium sheets. Electrical
connections are isolated with vacuum-compatible heat-shrink tubing and extended us-
ing Kapton-insulated copper wires.

inserted 1 mm-thick indium sheets at each interface. We isolated the electrical wires
from the aluminium chamber using vacuum-compatible heat-shrink tubing. A ded-
icated milled recess on the top of the chamber allows mounting a Pt1000 resistance
thermometer.

Axial sealing of the chamber is achieved via two end flanges, each fitted with a cen-
tral wedged window inclined at 4°. These windows are axially rotated relative to those
of the outermost chamber, further suppressing the formation of unwanted interfero-
metric paths. To permit chamber evacuation, the flanges are equipped with eight ven-
tilation holes, each 8 mm in diameter and drilled at an angle of 30°.

The innermost chamber, located within the middle chamber, is supported by four
7/32-inch Viton balls, providing thermal isolation and vibration damping. It is axially
sealed by two end flanges similar to those used for the middle chamber. The flanges
are fitted with indium-sealed wedged windows inclined at an angle of 4°, with their
orientation rotated relative to the windows of both the outermost and middle chambers
to prevent the formation of a parasitic interferometer.

The Zerodur cradle, which supports the FP cavity, is housed within the innermost
chamber. It is mounted on four Viton balls with a diameter of 7/32”, further minimis-
ing mechanical coupling and thermal conduction from the chamber walls.

To characterise the performance of the UHV system, I recorded the pressure mea-
sured by the ion pump attached to the outermost vacuum chamber. I retrieved the data
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from the ion pump controller using a serial monitor. The average pressure during the
measurement period was approximately 5 X 10~® mbar. I used the recorded data to
compute the non-overlapping ADEV, o, using Eq. (), with the absolute pressure
pinstead of the fractional frequency y. In addition, I calculated the PSD of the absolute
pressure as a function of frequency. The results are presented in Figure .

Figure 5.11: Absolute pressure stability, shown as a non-overlapping ADEV (left) and
PSD (right). The pressure was monitored using the ion pump and read from the con-
troller via a serial interface. The orange dashed lines in both plots indicate the estimated
stability limit of 1.3 x 107'° mbar, required to support a fractional frequency stability
of 1076, The confidence intervals in the ADEV plot are a simple approximation.

The dashed horizontal line in the plots represents the estimated pressure stability re-
quired to achieve a fractional frequency stability of 10~ 16 ata wavelength of 1062.55 nm,
corresponding to pressure fluctuations below approximately 1.3 x 10~ 10 mbar. The re-
sults indicate that, without additional vacuum shielding, pressure fluctuations at short
averaging times, that is, at higher frequencies, could limit the attainable frequency sta-
bility. This highlights the importance of implementing additional vacuum layers, which
effectively act as a low-pass filter for pressure fluctuations.

The typical vacuum pressure achieved in chambers housing ULE glass cavities is
below 1078 mbar. Although these chambers are usually relatively small in volume, the
attainable pressure is limited by the outgassing rates of materials such as Zerodur and
ULE glass. In my setup, the slightly elevated pressure may be attributed to the quantity
of Kapton tape used for electrical insulation inside the chamber. I applied additional
layers of insulation after the standard Kapton-insulated wires were damaged during the
installation of the electrical feedthrough.
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To improve the isolation of the cavity from vibrations, acoustic noise, and tem-
perature fluctuations in the laboratory, the vacuum system is placed on a passive anti-
vibration platform@. The platform rests on a custom vibration-damping pillar com-
posed of multiple construction materials, which I designed to attenuate a broad range
of mechanical disturbances. The entire assembly is enclosed within an acoustic housing

lined with sound-absorbing foam to suppress acoustic noise (Figure )

Figure 5.12: Photos of the acoustic isolation system before (left) and after (right) the
installation of the optical cavity and associated optics. The vacuum system is mounted
on a passive anti-vibration platform placed atop a custom-designed vibration-damping
pillar composed of layered construction materials. The pillar lies on a 1 cm-thick dense
rubber damping mat and incorporates successive layers of concrete, MDF, lead, and
marble to attenuate mechanical disturbances. Ceramic slabs with Viton half-balls (not
seen in the picture) are placed between the anti-vibration platform and the optical
breadboard to provide further mechanical decoupling. The entire setup is enclosed
in a cuboid acoustic housing, constructed from 45 mm aluminium profiles and OSB
panels, with internal and external acoustic foams for suppression of ambient acoustic
noise.

The pillar’s base lies on a 1 cm-thick damping mat made of dense rubber. I con-
structed the pillar as a layered structure, from bottom to top, as follows: 5 cm-thick
concrete slabs coated with a bituminous layer, a 1 cm-thick MDF board, 5 cm-thick

2IMinus K 350BM-1
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lead slabs, another 1 cm-thick MDF board, 2 cm-thick marble slabs, a further 1 cm-thick
MDF board, and a final 2 cm-thick layer of marble slabs. The anti-vibration platform is
mounted on the top surface of this composite base. To further decouple the system, I
placed ceramic slabs with Viton half-balls between the anti-vibration platform and the
optical breadboard supporting the vacuum system.

I constructed the acoustic-proof chamber in a cuboid shape, incorporating two re-
movable walls that serve as access doors. The chamber is placed on the same damping
mat as the vacuum system and has no mechanical contact with other structures or walls
in the laboratory, thereby reducing the transmission of external vibrations and acoustic
noise.

The structural framework is built from 45 mm aluminium profiles, while the walls
and roof are made from 1 cm-thick OSB panels. The exterior surfaces of the walls and
roof are covered with 1 cm-thick acoustic foam, while the interior surfaces are lined
with 5 cm-thick foam featuring a triangular-profile sound-absorbing sponge to enhance
acoustic isolation.

To characterise the effectiveness of the isolation chamber, the pillar, and the anti-
vibration platform, Rodolfo Mufioz-Rodriguez performed a vertical acceleration mea-
surement. A one-axis accelerometer was mounted on the optical breadboard, while a
high-power speaker was placed on the floor nearby. Using a function generator, the
acoustic signals were generated at discrete frequencies ranging from DC to 1 kHz, and
the corresponding voltage signals from the accelerometer were recorded.

For comparison, an additional measurement was performed with the accelerome-
ter directly attached to the laboratory floor. For both accelerometer positions, the mea-
surement was repeated without the acoustic signal generated. The results, presented in
Figure , demonstrate that for certain frequencies, the amplitude of the accelerome-
ter signal was reduced by more than 41 dBV. On average, the reduction was more than
11 dBV, confirming the effectiveness of the setup in attenuating mechanical vibrations.

On top of the acoustic-proof chamber, I placed a standard half-inch 90 cm x 60 cm
aluminium breadboard. On this breadboard, I installed the 1062.55 nm fibre laser to-
gether with the optical setup used for spectroscopy of the 'So— ®Py transition prior to
frequency quadrupling. The breadboard is enclosed in a custom-made protective hous-
ing constructed from 30 mm aluminium profiles, with sliding doors made of PVC to
shield the optics from dust.

Based on my experience, I do not recommend using such a thin breadboard un-
less it is firmly secured to a more rigid support structure. In the configuration I used,
the breadboard exhibited noticeable flexing when components mounted on it were
touched, which made precise alignment of the optical setup considerably more diffi-
cult.

74



Figure 5.13: Accelerometer signal measured on the optical breadboard inside the acous-
tic isolation system, depicted in blue, and directly on the laboratory floor, depicted
in orange, as a function of vibration frequency. For both positions, a reference mea-
surement was also taken without the acoustic signal generated, depicted in green and
red. At certain frequencies, the accelerometer signal amplitude was reduced by more
than 41 dBV, with an average attenuation exceeding 11 dBV. The data is provided by
Rodolfo Mufioz-Rodriguez.

5.3.2 Thermal Stabilisation

The thermal stabilisation of the cavity is implemented using three TEC@, which
allow for both heating and cooling of the middle chamber. Thermal equilibrium be-
tween the cavity, the innermost chamber, and the middle chamber is achieved primar-
ily through radiation. The temperature of the middle chamber is measured using a
Pt1000 resistance thermometer, which is mounted on the top of the chamber. The
Pt1000 sensor is a thin-film ceramic element2 calibrated to class 1/3B, corresponding
to a resistance of 1000 €2 (£0.4 2) at 0 °C.

I selected a Pt1000 over the more commonly used Pt100 due to its higher sensitiv-
ity to slight temperature variations, resulting in larger, more easily detected resistance
changes. The resistance is measured by applying a known, low current and recording
the corresponding voltage drop. Owing to the higher nominal resistance of the Pt1000,
a lower current can be used to achieve the same voltage signal, which reduces sensor

22CUI Devices CP115559405
23Hayashi Denko CRZ1636RE-1000-1/3B
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self-heating and thus minimises systematic error. Compared to NTC thermistors (e.g.,
NTC 10k), the Pt1000 ofters a nearly linear resistance—temperature relationship, re-
ducing the uncertainty associated with nonlinear model fitting.

I connected the Pt1000 sensor to a 20-pin electrical feedthrough using 1 mm-thick
copper wires in a four-wire configuration. This configuration compensates for the lead
resistance during measurement, improving accuracy and stability. The resistance of the
Pt1000 is measured using a 6.5-digit multimeter?d operating in four-wire mode. The
device internally converts the measured resistance to temperature and displays the result
with a resolution down to 1 mK.

The TEC modules are connected in a common-ground configuration and are pow-
ered by a three-channel laboratory power supply@ operated in constant current mode.
I ensure that each TEC module receives the same current. I implemented the stabil-
isation control using a Python 3 script running on a microcomputer@. The micro-
computer communicates with the multimeter via USB to read the current temperature
using the PyVISA library. Based on these readings, the script computes the appropri-
ate current for the TEC modules using a digital proportional-integrating control algo-
rithm. This algorithm adjusts the current flowing through the TEC modules to main-
tain the temperature of the middle chamber at 34.822 °C. The computed current is
then sent to the laboratory power supply over USB using PyVISA. The control loop
operates with a 3-second update interval. The script used for temperature stabilisation
is provided in [[192].

To characterise the performance of the thermal stabilisation control system, I mea-
sured the temperature of the middle chamber over an extended period. I used the
recorded data to compute the non-overlapping ADEV, o a7 /7, using Eq. (), with
the relative temperature AT' /T instead of the fractional frequency y. In addition, I cal-
culated the PSD of the relative temperature as a function of frequency. The results are
presented in Figure . The dashed horizontal line in the plots represents the target
temperature stability of better than 1 mK, which corresponds to a relative temperature
stability of approximately 3 x 107°. The results indicate that the thermal stabilisation
system is not a limiting factor in achieving the required frequency stability.

It should be noted, however, that the system exhibits sensitivity to mechanical dis-
turbances of the electrical connectors on the multimeter. Accidental contact with the
connectors or tension on the cables results in abrupt changes in the measured resistance,
leading to spurious spikes in the recorded temperature. I identified and removed these
artefacts from the dataset prior to calculating the ADEV and PSD.

2Keysight 34465A
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Figure 5.14: Relative temperature stability of the middle chamber, shown as a non-
overlapping ADEV (left) and PSD (right). The temperature was monitored using a
Pt1000 sensor in a four-wire configuration, read out by a 6.5-digit multimeter. The
orange dashed lines in both plots indicate the estimated target temperature stability of
3 x 1079, corresponding to a fractional frequency stability of 10716, The confidence
intervals in the ADEV plot are a simple approximation.

5.3.3 Zero-Crossing Temperature

According to Eq. (), changes in the length of the cavity spacer due to slight
temperature variations are minimised when the temperature-dependent CTE o(T) be-
comes zero. This condition occurs at a specific temperature 7Ty, referred to as the zero-
crossing temperature, which must be determined experimentally.

A common method for determining 7§ involves measuring the optical frequency
of a cavity fringe at different temperatures. A practical approach is to stabilise a laser
to the resonance fringe of the optical cavity and to measure its optical frequency via
heterodyne detection with an OFC. The resulting beatnote frequency is temperature-
dependent and is expected to follow a parabolic trend. The temperature corresponding
to the vertex of the fitted parabola is the zero-crossing temperature. Although an ap-
proximate value of 7§ is typically provided by the spacer manufacturer, a more precise
determination generally requires scanning the cavity temperature over a range of several
degrees Celsius around the nominal value.

The dependence of the beatnote frequency on temperature is expected to follow a
parabolic trend, provided that the frequency shifts originate solely from the Eq. (5.3.1)).
To ensure this, it is essential to use an OFC referenced to a stable source, either a sta-
bilised RF signal or a de-drifted optical reference. Furthermore, the temperature varia-
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tion must be sufficiently large to distinguish the beatnote shift from the long-term drift
of the cavity length.

For cavities with mirrors made of fused silica, it has been observed that alternating
increases and decreases in temperature reduce the accuracy of the zero-crossing deter-
mination. In such cases, the measurement should be performed in one direction only,
either by continuously increasing or decreasing the temperature. This behaviour is not
typically observed in cavities with ULE glass mirror substrates. Unfortunately, I was
unaware of this limitation when I carried out the measurement on my system and var-
ied the cavity temperature in a random order. To determine the zero-crossing temper-
ature, I stabilised the OFC to a 10 MHz reference signal derived from UTC (AOS),
which exhibits a negligible drift. Although the OFC was stable over long time scales,
its short-term stabilisation performance was underperforming, resulting in statistical
uncertainties in the beatnote frequency no better than 10 kHz.

I measured the beatnote frequency using a spectrum analyser over a temperature
range from 28 °C to 45 °C. The results are presented in Figure . Due to the non-
monotonic selection of temperature values, the parabolic fit does not fully agree with
the measured data points within their statistical uncertainties. Nonetheless, I estimated
the zero-crossing temperature of the cavity to be 34.822(43) °C.

Figure 5.15: The beatnote frequency of the laser stabilised to the optical cavity as a
function of cavity temperature. The optical frequency was measured via heterodyne
detection with an OFC referenced to a 10 MHz signal derived from UTC (AOS). The
parabolic fit reflects the expected cavity length dependence due to thermal expansion.
The estimated zero-crossing temperature of the cavity is 34.822(43) °C.
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5.3.4 Finesse

To evaluate the performance of the optical cavity, I measured its finesse using the
cavity ring-down method. This technique is based on observing the exponential decay
of the transmitted light intensity after suddenly interrupting the input beam. The de-
cay time constant 7 is directly related to the photon lifetime within the cavity, which in
turn allows the finesse to be determined.

For this measurement, I modulated the inputlaser beam using a fibre-coupled AOM,
which allowed me to rapidly switch off the light entering the cavity. The transmitted
lightintensity was monitored using a fast photodetector with a bandwidth of 400 MHz.
Once the AOM was switched off, I recorded the decay of the transmission signal. I per-
formed the measurement three times and merged the obtained data. The resulting data
was fitted with a single exponential decay function with an offset

t
I(t) = Ipexp (—;) + offset, (5.3.6)

where [ is the initial transmitted intensity at t = 0 and 7 is the decay constant.
The effective reflectivity R of the cavity mirrors is related to the decay time by [193]

rR-1-L1 (5.3.7)
cT
where L is the cavity length and cis the speed of light. This relation neglects absorption
and scattering in the cavity, which is valid for high-finesse cavities. From the reflectivity,
I calculated the finesse according to Eq. () The results are shown in Figure @
From the fit, I obtained a decay time of 7 = 44.432(32) ps. Given the cavity length
L = 100 mm, I calculated the finesse to be 41847(15) x 10".

5.4 Laser System for Clock Spectroscopy

n this section, I describe the design and implementation of the laser system used for
I high-resolution spectroscopy of the 1S,— 3P clock transition in Hgatoms. Thesys-

tem is designed to provide ultra-stable and narrow-linewidth UV light at 265.6 nm,
generated by frequency quadrupling a laser operating at 1062.55 nm.

The section begins with an overview of the optical setup developed to stabilise the
infrared fibre laser to an ultra-stable FP cavity using the PDH technique. I then present
the free-space light distribution system, which delivers the stabilised light to various
subsystems, including the OFC and the frequency conversion stages, while actively sup-
pressing fibre-induced phase noise. Subsequent subsections describe the implementa-
tion of the high-power optical amplifier and the frequency quadrupling setup required

to generate the UV radiation. I also detail the FNC schemes used in each optical link
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Figure 5.16: Cavity ring-down measurement of the finesse. The transmitted intensity
was recorded using a fast photodetector after suddenly switching off the input beam
with a fibre-coupled AOM. The dataset shown is a combination of three independent
measurements. The decay curve was fitted with a single exponential function to extract

the photon lifetime 7 = 44.432(32) ps.

and the tracking oscillator-based method developed to ensure high-accuracy beatnote
measurements with the OFC. Finally, I present the results of laser frequency stability
measurements, demonstrating the system’s performance and its suitability for optical
clock interrogation.

5.4.1 Optical Setup for Clock Spectroscopy
Optical Setup for Laser Referencing

Spectroscopy of the 1S,— 3Py transition requires a highly stable and spectrally nar-
row laser source operating at 265.6 nm. In my setup, this light is obtained by frequency
quadrupling the output of a fibre laser operating at 1062.55 nm, which is referenced
to an ultra-stable optical cavity. A schematic of the optical setup used to stabilise the
fundamental laser to the reference cavity is shown in Figure

I used a Koheras BASIK Y10 fibre laser from NKT Photonics, which emits more
than 10 mW of light at 1062.55 nm and features a Lorentzian instantaneous linewidth
below 20 kHz. The laser is equipped with both thermal tuning and PZT actuation.
The thermal tuning allows wavelength adjustment over 240 pm, while the PZT en-
ables fine tuning over a range of approximately 10 GHz with a modulation bandwidth
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Figure 5.17: Schematic of the optical setup used to reference the 1062.55 nm fibre laser
to the ultra-stable optical cavity. The fibre laser is frequency-tuned using a fibre-coupled
AOM (AOMS5), which enables fast modulation via a VCO. The light is then split, with
10% sent towards the cavity setup. A second AOM (AOMG6) provides frequency oft-
set tuning to match the cavity resonance and the optical transition frequency, and also
functions within a power stabilisation loop using photodiode PD2. The EOM, in-
stalled between two OI, imprints the modulation sidebands required for PDH locking.
The beam is mode-matched to the cavity via a lens system and cleaned in polarisation
using a PBS. Power is attenuated using a half-wave plate and a second PBS. A quarter-
wave plate and another PBS allow separation of the reflected beam, which is detected
by photodiode PD1 and used to generate the PDH error signal. A dichroic mirror near
the cavity input separates the 1062.55 nm and 907.92 nm paths. The cavity-transmitted
signal is detected by PD2 and is used for optical power stabilisation.

of up to 20 kHz. However, this bandwidth is insufficient for the effective transfer of
the cavity reference stability. To address this, I implemented a fibre-coupled AOM@, la-
belled AOMS in Figure , driven by a voltage-controlled oscillator (VCO)@ capable
of fast frequency tuning with sub-microsecond response time.

The output of AOMS is split using a fibre splitter, 90% of the power is directed
to the free-space light distribution system, while the remaining 10% is sent to a sec-
ond AOME (AOMG) for cavity referencing. AOMG is driven by a signal generated
by a high-resolution direct digital synthesiser (DDS)@ and provides the necessary fre-
quency offset between the cavity resonance and optical transition frequency, and allows
for optical power stabilisation via a feedback loop using the signal from the photodiode
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PDZEI], which measures the optical power transmitted by the cavity.

The beam then passes through an electro-optic phase modulator (EOM)@ driven
by a 6 MHz sinusoidal signal, which I used to generate modulation sidebands required
for the PDH error signal. To minimise optical feedback and reduce residual amplitude
modulation (RAM), I placed the EOM between two polarisation-dependent optical
isolators (OIs). The output from the EOM is coupled into free space using a triplet
fibre collimator@, which ensures a clean Gaussian spatial mode for optimal coupling
into the reference cavity.

To maximise mode-matching to the cavity, I shaped the beam using a system of
two spherical lenses. The initial polarisation extinction ratio (PER) of the laser was
insufficient for stable operation, so I introduced a PBS to enhance PER and maintain
a consistent polarisation axis. Further attenuation of the optical power to the desired
level (approximately 1 W) was achieved using a half-wave plate and an additional PBS.

To separate the reflected and leaked beams from the incident one, Iinserted a quarter-
wave plate and another PBS. The reflected and leaked light is used to generate the PDH
error signal and is detected by an avalanche photodiode (PD1). Just before the cav-
ity, the beam passes through a long-pass dichroic mirror to decouple the 1062.55 nm
beam from a beam at 907.92 nm. The ligét transmitted through the cavity is moni-
tored using a second avalanche photodiode®™ (PD2), which is used in the optical power
stabilisation loop.

To optimise the spatial mode-matching to the cavity, I measured the beam profile
using a beam profiler™. The reference cavity is a plano-concave configuration, with a
ROC of 50 cm for the concave mirror. In such cavities, the fundamental transverse
electromagnetic mode (TMqy) has its waist located at the surface of the plane mirror.
The waist radius wy is given by [124]

2 _ A \919: (1= g19)

1 L 1 L (5.4.1)
w — , =1—- — =1—- — 4.
0 s |91 + g2 — 29192| & 92

Ry’ Ry’

where A is the wavelength, L = 10 cm is the cavity length, and Ry = oo and Ry =
50 cm are the radii of curvature of the plane and concave mirrors, respectively. For
the optical cavity used in my system, this yields a mode waist radius of approximately
260 pwm.

Based on the measured divergence of the input beam, I simulated the placement of
two spherical lenses, each with a focal length of 100 mm, to achieve the required waist
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size of 260 pm at the surface of the cavity’s plane mirror. In this setup, the plane mirror
serves as the output mirror of the cavity.

I measured the power transmission through the cavity to be approximately 35%.
This result indicates that the beam coupling to the cavity is satisfactory but could be
turther optimised.

Although the optical setup was ultimately implemented using the NKT BASIK
Y10 laser, my initial approach relied on the EQ4126 ultra-narrow linewidth fibre laser
from OEwaves. This system was based on a high-quality-factor whispering gallery mode
micro-resonator, and according to the manufacturer’s specification, it offered a Lo-
rentzian spectral linewidth below 10 Hz, an output power of 10 mW, and frequency
modulation capability up to 1 MHz. While the datasheet characteristics appeared supe-
rior, the laser was malfunctioning since its first use. The issue was its failure to stabilise
during the warm-up procedure. Despite that, I was able to reference the laser to the
ultra-stable optical cavity.

After several weeks of operation, the laser began lasing in multiple longitudinal
modes, and referencing the optical cavity was no longer possible. An inspection by
the manufacturer revealed that internal optical components had become detached due
to epoxy ageing. The unit had been purchased during the COVID-19 pandemic and
remained unused for over two years due to restricted laboratory access under health and
safety regulations. By the time the malfunction was revealed, the warranty period had
expired, and the manufacturer declined to service the unit unless a payment comparable
to the cost of a new laser was made. This unfortunate situation caused an exceptionally
long and disruptive delay to the project, as the absence of a light source for the spec-
troscopy prevented any meaningful progress for an extended period.

Light Distribution System

The free-space light distribution system splits the laser beam into three separate
arms, each serving a distinct purpose. A schematic of the optical layout is shown in Fig-
ure and the photography of the real-life implementation is shown in Figure @

The free-space coupled beam passes through a half-wave plate and a PBS to improve
the PER and stabilise the polarisation axis. Itis then modulated by an AOME (AOM?7).
I use AOMY7 for several purposes: as a frequency shifter to match the clock transition
frequency and for frequency modulation required for noise cancellation. The latter
compensates for phase noise introduced both in the delivery fibre and by the optical
amplifier. Further details about the FNC scheme are provided in Section .

I also employ AOM?7 as a variable beam splitter. The diffracted beam is coupled
into a PM fibre that delivers light to the optical amplifier and the frequency quadru-
pling stage. The non-diffracted beam is directed towards a 50:50 non-polarising beam
splitter (NPBS). A fraction of this beam is internally reflected within the NPBS cube

37 AA Opto-electronic MT200-A0.5-1064
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Figure 5.18: Schematic of the free-space optical setup used to distribute the 1062.55 nm
light into three dedicated arms. The beam first passes through a half-wave plate and a
PBS to improve the PER. Itis then modulated by an AOM (AOM?7), which serves mul-
tiple roles: frequency shifting, fibre noise modulation, and acting as a variable beam
splitter. The diffracted beam is coupled into a fibre that leads to the optical ampli-
fier and frequency quadrupling stages. The non-diffracted beam is directed towards a
50:50 NPBS, where a small internally reflected portion is monitored on PD4 as a refer-
ence signal. The beam transmitted through the NPBS is frequency-shifted by AOM9
and fibre-coupled to an arm terminating with a partial reflector. The retro-reflected
light returns and interferes on PD4 with the reference beam, providing a beatnote for
FNC. The main beam reflected by the NPBS continues through polarisation optics,
passes through a Faraday rotator, and is modulated by AOMS before fibre coupling.
The back-reflected signal interferes with the reference beam on PD3, yielding another
beatnote for FNC. This final arm is used for heterodyne detection with the OFC to
determine the absolute frequency of the clock laser.

and directed onto an avalanche photodiode@ (PD4), where it serves as an optical fre-
quency reference.

The beam transmitted through the NPBS undergoes frequency shifting via another
AOMB (AOMY) and is coupled into a PM fibre. At the end of the fibre, I installed an
in-line partial reflector, which retro-reflects approximately 10% of the optical power.
This retro-reflected beam retraces the same path, and upon returning to the NPBS,
a portion is directed onto PD4. There, it interferes with the optical frequency refer-
ence beam, generating a heterodyne beatnote. The resulting RF signal is used for active
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Figure 5.19: Photo of the implemented free-space optical setup for distributing the
1062.55 nm light. The NKT Basik Y10 fibre-laser is visible on the upper left side of the
image. The fibre-coupled AOM:s are mounted on the small aluminium breadboards,
and AOMG6 with its fibres is additionally covered with isolation foams to minimise the
induced phase noise.

FNC. The noise-compensated output of this fibre serves as the optical frequency refer-
ence for the amplifier stage.

The main beam reflected by the NPBS continues through a half-wave plate and a
PBS. These components are used to decouple a small fraction of the light for a wave-
length meter. The transmitted portion of the beam then passes through a Faraday rota-
tor, which rotates the polarisation axis by 45°, and subsequently enters another AOMHE
(AOMS). The diffracted beam is coupled into a PM fibre, where an in-line partial re-
flector is again used to retro-reflect about 10% of the optical power. The retro-reflected
light passes back through the Faraday rotator, accumulating a total polarisation rota-
tion of 90°. This polarisation-rotated beam is reflected by the PBS and directed onto
an avalanche photodiode@ (PD3). The reference beam, formed by the back-reflection
of the non-diffracted light, follows a similar path and also reaches PD3. Interference be-
tween the frequency-shifted and reference beams at the detector produces a beatnote
used for active FNC. The noise-compensated output of this fibre arm is used in het-
erodyne detection with the OFC, allowing for precise determination of the absolute
optical frequency of the clock laser.

OAA Opto-electronic MT80-A1-IR
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Optical Amplifier and Frequency Quadrupling Stage

To generate ultra-stable light at 265.6 nm required for 'Sy~ *Py transition spec-
troscopy, I implemented an optical amplifier and frequency quadrupling system. A
schematic of this setup is presented in Figure and the photography of the real-life

implementation is shown in Figure 5.21].

Figure 5.20: Schematic of the optical amplifier and frequency quadrupling system used
to generate ultra-stable 265.6 nm light for spectroscopy of the 'So— Py transition in
Hg. The fundamental 1062.55 nm light is amplified to over 1 W using a fibre am-
plifier. The amplifier input is protected by a fibre-based interlock system to prevent
damage from insufficient seeding. The amplified light is used in two consecutive stages
of SHG: first in a PPLN waveguide and then in a bow-tie enhancement cavity, result-
ing in more than 13 mW of 265.6 nm light. To scan the frequency, I implemented a
double-pass AOM configuration based on a D-shaped mirror for efficient spatial sepa-
ration, avoiding polarisation losses specific to SiOg-based AOMs. The UV beam is fi-
nally overlapped with a guidance beam resonant with the ' So— *P; transition for proper
alignment with the atomic cloud in the MOT.

Frequency quadrupling is achieved through two consecutive stages of SHG. As the
efficiency of nonlinear conversion depends strongly on input power, I amplified the
fundamental 1062.55 nm light to more than 1 W using a Cybel MAKO-AMP1064
fibre amplifier, which is equipped with a high-power OI..

The amplifier is seeded with more than 1 mW of light delivered via a PM fibre from
the light distribution system. Operating the amplifier with insufficient seed power or
incorrect polarisation results in permanent damage. Unfortunately, I experienced such
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Figure 5.21: Photo of the implemented optical amplifier stage. The free-space setup
used for active compensation of phase noise introduced in the seed delivery fibre and
the optical amplifier is visible. The fibre-coupled elements and the optical amplifier are
secured on the bottom side of the black aluminium breadboard.

amplifier failures on two occasions, significantly delaying the project. To prevent re-
currence, I equipped the input with an in-line fibre polariser® providing a typical PER
of 28 dB, followed by an 80:20 fibre-coupled NPBS. The tapped output is monitored
by a photodiode@ (PDS), and the resulting signal is compared against a reference volt-
age using an analogue comparator. If the seed power drops, the comparator triggers a
MOSEFET driver to interrupt the amplifier’s internal interlock, shutting it down within
tens of nanoseconds and protecting it from damage.

The amplified output is coupled into free space. A small fraction of the beam is ex-
tracted using a PBS to generate a heterodyne beatnote with the reference beam from the
fibre-noise-compensated supporting arm. I aligned the two beams using a set of PBSs
such that their polarisations are projected on the same axis. I then adjusted the power
ratio by rotating one PBS to maximise the beatnote signal, which I detected with an
avalanche photodiode (PD6). I used this signal in a feedback loop to actively com-
pensate for phase noise introduced in the seed delivery fibre and the amplifier. The
correction was applied via frequency modulation of AOM?7 in the seed path.

The main beam from the amplifier is fibre-coupled to a first SHG stage based on a
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single-pass PPLN waveguide mixer, Phase matching is maintained by stabilising the
crystal at 22.5 °C. The mixer is mounted on a temperature-controlled breadboardtd
equipped with a TEC, a controller, an internal thermistor, and a heat sink for improved
thermal stability. With more than 800 mW of seed light at 1062.55 nm, the output of
this stage reaches 185 mW at 531.3 nm. This green light is then sent to the second SHG
stage@, which uses a bow-tie enhancement cavity. The final output provides more than
13 mW of 265.6 nm light in free space.

To enable frequenc é] scanning of the UV light, I implemented a double-pass con-
figuration of an AOME (AOMO). The beam is down-shifted by a total of 379.8 MHz
to match the 'Sg— 3Py transition frequency.

Conventional double-pass AOM setups use a quarter-wave plate and PBS for spa-
tial decoupling of the retro-reflected beam. However, this approach is unsuitable for
AOM:s based on SiO; crystals, which exhibit strong polarisation dependence and only
efficiently diffract light polarised parallel to the plane of incidence. To address this, I
implemented a long-distance scheme using a D-shaped knife-edge mirror placed more
than 1 m from the AOM. By slightly misaligning the retro-reflected beam in the diffrac-
tion axis, I was able to spatially separate the down-shifted beam and achieve over 70%
total efficiency.

Finally, the 265.6 nm beam is overlapped with a guidance beam resonant with the
1S,— 3P, transition using a PBS. The guidance beam ensures proper alignment with the
MOT containing Hg atoms. I shaped the beam with two spherical lenses to achieve a
waist diameter of 120 pm at the location of the atomic cloud in the vacuum chamber.

Fibre-Noise Cancellation

Transmission of ultra-stable laser light through optical fibres introduces frequency
noise, primarily due to environmental perturbations such as mechanical vibrations and
thermal fluctuations. These disturbances affect the optical path length of the fibre, re-
sulting in phase noise that degrades the frequency stability of the transmitted light [[194,
195]. To mitigate these effects, FNC systems are employed [196].

The technique is based on the self-heterodyne interferometric method. In this ap-
proach, the laser beam is split into two paths. One path acts as alocal optical frequency
reference, while the second is directed through the fibre and subsequently partially
retro-reflected. The fibre-coupled beam passes through an AOM twice, which intro-
duces a fixed frequency shift. This shift relocates the beatnote between the two beams
to a higher frequency, away from the low-frequency noise region, thereby improving
signal stability.
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After reflection, the light returning from the fibre is recombined with the reference
beam using a beam splitter. The interference signal is detected on a fast photodetector,
producing a beatnote centred at twice the AOM driving frequency. Frequency noise
acquired in the fibre manifests as fluctuations in the beatnote phase and frequency.

This beatnote is compared with a LO using a phase detector. The resulting error
signal is processed in a feedback loop, which controls the frequency of a VCO driving
the AOM. The servo-loop actively compensates for the phase fluctuations introduced
by the fibre, thereby stabilising the transmitted light and preserving its spectral coher-
ence.

While the operating principle of FNC is relatively straightforward, its practical im-
plementation can vary significantly. Numerous configurations exist, each offering dis-
tinctadvantages and limitations depending on the application requirements. Commer-
cial systems typically employ fully fibre-integrated architectures to maximise compact-
ness and reliability. However, the internal designs of such systems are often proprietary
and thus not publicly disclosed. In contrast, the development and characterisation of
long-distance optical links have been extensively reported in the literature [197-202].

The laboratory-based setups more commonly utilise free-space or hybrid configu-
rations, which offer greater flexibility for prototyping and experimental adjustments.
A cc@arison of schematics for several widely used configurations is presented in Fig-
ure .

A widely adopted approach (Panel A in Figure ) is based on a 50:50 NPBS,
which divides the incoming beam into a reference path and a main path that is cou-
pled into the optical fibre. The reference beam is retroreflected and recombined at the
NPBS, with half of the returning light directed towards a photodiode to serve as the op-
tical frequency reference, and the other half reflected back towards the laser. In setups
lacking optical isolation after the laser, the backward-propagating beam may introduce
unwanted feedback, potentially destabilising the laser system.

After transmission through the optical fibre, the main beam is diffracted by an
AOM. A fraction of the diffracted light is retroreflected using a non-polarising beam
splitter plate (NPBS-P), passes through the AOM a second time, and is recoupled into
the fibre. Upon return, the beam recombines at the NPBS and is directed both to the
photodiode and, like the reference beam, partially back towards the laser. The photodi-
ode detects the frequency beatnote between the reference and returning beams, which
is used for active FNC.

This implementation is cost-effective, as it avoids the use of polarisation-sensitive
components. However, it is not power-efficient. The optical throughput—defined as
the ratio of output to input power—is typically in the range of 30% to 40%, limited by
the 50:50 NPBS, AOM diffraction efficiency, and retroreflection losses at the NPBS-P.
Furthermore, optimising the signal-to-noise ratio (SNR) of the beatnote can be chal-
lenging, as adjusting the relative powers of the interfering beams is not straightforward
in this configuration.
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Figure 5.22: Schematics of FNC setups based on the self-heterodyne method. In each
case, the laser beam is split into a reference and a fibre-coupled arm, with the retro-
reflected light passing twice through an AOM and interfering with the reference on a
photodiode. A: Basic setup with an NPBS and an NPBS-P. B: Power-balanced version
using a PBS, wave plates, and a rotatable PBS. C: Asin A, but with an in-line fibre partial
reflector and the AOM placed before the fibre. D: Like C, with polarisation-sensitive
elements and a Faraday rotator for spatial separation. E: Compact version with a fibre-
coupled AOM and Faraday rotator. Half-wave plates before AOMs and fibre couplers
are omitted for clarity.

The limitations of the basic configuration can be mitigated by replacing the NPBS
with a combination of a half-wave plate and a PBS, as illustrated in Panel B of Fig-
ure . This modification enables control over the power ratio between the reference
and main beams, improving both performance and flexibility.

To recombine the reference beam and the beam returning from back-reflection af-
ter the fibre, quarter-wave plates are inserted in each path. Double-pass propagation
through a quarter-wave plate results in a net polarisation rotation of 90°. For the main
beam, it is essential that the quarter-wave plate is placed after the optical fibre and the
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AOM, as both components perform optimally with linearly polarised light. Asa conse-
quence, the recombined beams emerge with orthogonal linear polarisations. To enable
interference on the photodiode, a rotatable PBS is placed before the detector. This com-
ponentacts as a polariser, projecting both polarisations onto the same axis. By adjusting
the rotation angle of the PBS, the relative power contributions of the two beams can be
balanced, thereby optimising the SNR of the detected frequency beatnote.

This configuration is considerably more power-efficient than the one shown in Pan-
el A, owing to the elimination of unnecessary losses at the NPBS and the absence of light
being back-reflected towards the laser. Additionally, it offers fine control over both op-
tical power distribution and beatnote SNR. However, the use of polarisation-sensitive
components introduces increased complexity and cost. In particular, wave plates for
non-standard wavelengths typically require custom fabrication, which can significantly
increase the overall cost of the setup.

The configuration presented in Panel B offers the greatest flexibility, but it is also
the most complex and requires the highest degree of optical alignment. This can pose
practical challenges when the optical fibre connects remote locations. Alignment be-
comes significantly simpler if the NPBS-P at the fibre output is replaced with an in-line
fibre partial reflector, as illustrated in Panels C and D of Figure @ Connecting or
splicing the partial reflector directly to the optical fibre eliminates the need for precise
alignment of the reflected beam and its recoupling into the fibre core. However, this
approach necessitates placing the AOM before the fibre rather than at its output.

Installing the AOM in front of the fibre enables the use of the non-diffracted beam
as the optical reference by its retro-reflecting. Consequently, the beam previously used
as a reference in the configurations shown in Panels A and B can be used for a different
purpose, improving the overall power efhiciency of the system. The distinction between
Panels C and D lies in the use of polarisation-sensitive elements, and the considerations
are analogous to those discussed for Panels A and B.

In the configuration shown in Panel D, both the reference and the returning beams
share the same polarisation axis. Thus, the use of a rotatable PBS becomes unnecessary.

Spatial separation of the beams from the incident path is achieved using a Faraday ro-
tator. Double-pass propagation through the Faraday rotator induces a net polarisation
rotation of 90°, enabling reflection from the PBS and beam routing towards the pho-
todetector.

Particular care must be taken to ensure efhicient coupling into the optical fibre.
Light thatis not properly coupled is not only dissipated as heat but s also partially back-
reflected from the fibre coupler’s surface. This back-reflected light retraces the original
optical path and undergoes a double-pass through the AOM, producing an unintended
beatnote at the same frequency as the desired signal. This spurious contribution can be
identified by observing a persistent beatnote signal even when the in-line fibre partial
reflector is disconnected. In an ideal configuration, detaching the reflector should elim-
inate any beatnote, as no light should be retro-reflected.
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Additionally, the performance of AOMs must be considered carefully, as they ex-
hibit non-ideal behaviour. A small fraction of the optical power may remain frequency-
unshifted in the diffracted beam, while a minor portion of frequency-shifted light may
appear in the non-diffracted beam. These effects can give rise to unintended interfer-
ence components. It is therefore essential to ensure that the primary contribution to
the desired beatnote signal arises from interference between the reference arm and the
retro-reflected light at the fibre output, rather than from parasitic paths.

The configuration illustrated in Panel E of Figure @requires even less alignment
effort. In this approach, the free-space AOM is replaced by a fibre-coupled model. The
input beam is split by a PBS into a reference arm, analogous to the configuration shown
in Panel B, and a main beam, which is fibre-coupled after passing through a Faraday
rotator.

The portion of the main beam back-reflected by an in-line fibre partial reflector
passes the Faraday rotator twice, undergoing a net polarisation rotation of 90°. This
polarisation-rotated beam is reflected by the PBS and directed towards the photode-
tector. As the returning beam and the reference beam possess orthogonal linear po-
larisations, a rotatable PBS is placed before the detector to project both polarisation
components onto a common axis, thereby enabling effective interference.

This implementation offers the greatest immunity to environmental disturbances
and requires the least optical alignment. However, these advantages come at the cost
of increased system expense, primarily due to the higher price of fibre-coupled AOMs
compared to their free-space counterparts. Additionally, the overall power efficiency is
reduced, as fibre-coupled AOM:s typically exhibit diffraction efficiencies below 50%, in
contrast to efficiencies of typically 80% in free-space AOMs.

It should be noted that the splitting ratio of the in-line fibre partial reflector must
be carefully selected. Insufficient power in the retro-reflected beam can significantly
degrade the SNR of the beatnote, thereby compromising the effectiveness of the FNC
system.

In my system, I implemented the FNC scheme depicted in Panel C for the support-
ing arm that transfers the optical frequency reference used in the noise cancellation of
the optical amplifier. For the fibre link delivering the signal to the OFC, I employed the
configuration shown in Panel D.

Implementation and Characterisation of Fibre-Noise Cancellation Systems

To process the beatnote signal in the FNC system for the fibre link connecting the
light distribution system to the OFC, I implement the electronic setup shown schemat-
ically in Figure @

The optical frequency beatnote is detected using an avalanche photodiode@ with a
400 MHz bandwidth. The beatnote is centred at 160 MHz, which is too high for direct

“Thorlabs APD430C/M

92



Figure 5.23: The electronic setup used for FNC between the light distribution system
and the OFC. The beatnote is downshifted using a frequency mixer and processed by a
digital phase detector. A waveform generator acts as a VCO and modulates the AOM
to compensate for fibre-induced phase noise. Coloured blocks indicate signal paths:
yellow for input signal processing, blue for LOs, and green for the feedback loop.

processing by the digital phase detector. Although a frequency divider could be used,
none was available in the laboratory at the time. To overcome this limitation, I down-
shift the beatnote using a frequency mixer. A 7 dBm LO signal from a DDSE mixes
with the beatnote and produces a 34.8 MHz intermediate frequency, chosen to match
the bandwidth of a narrow bandpass filter centred at 35 MHz and to avoid overlap with
spurious RF signals present in the laboratory environment.

The filtered signal is split into two paths. One arm serves as a monitoring output,
which can be connected to a spectrum analyser or terminated with a 50 {2 load. The
second path is sent to a digital phase detector® based on FPGA logic. A reference signal
at 34.8 MHz, also generated by the DDS, is supplied to the second input of the phase
detector.

Typically, the phase detector output is routed to a servo controller that processes
the error signal and drives a VCO. In my implementation, I use a waveform genera-
tor?2 as the VCO. The phase detector output is connected to the modulation input of
the waveform generator, which applies frequency modulation to its output signal in re-
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sponse to the input voltage. The generator allows for direct setting of the modulation
sensitivity in Hz/V, thereby eliminating the need for an additional servo controller.

The RF output of the waveform generator is amplified using a high-power ampli-
fiert and drives the AOM, which modulates the optical frequency to actively compen-
sate for fibre-induced phase noise using a phase-locked loop (PLL).

The fibre link between the light distribution system and the OFC spans approxi-
mately 200 m and passes through the entire building. In contrast, the other two links,
connecting the light distribution system to the optical amplifier and the frequency qua-
drupling stage, are significantly shorter, each extending roughly 10 m within the lab-
oratory. As these shorter links are subjected to a less noisy environment, I chose to
implement analogue phase detectors™d instead of the more costly FPGA-based detec-
tors.

The schematic diagram of the electronic system used for FNC in the supporting
arm is shown in Figure . The primary difference between the system depicted in
Figure and that shown in Figure lies in the amplification of the down-shifted
beatnote and the LO signal to 7 dBm, which is required by the analogue phase detector.
The output of the phase detector is filtered with a low-pass filter and connected to the
modulation input of a waveform generatorg, which acts as a VCO. The RF output of
the waveform generator is then amplified using a high-power ampliﬁer@, and this am-
plified signal drives the AOM, which modulates the optical frequency to compensate
for fibre-induced phase fluctuations.

The schematic of the electronic system used for noise cancellation of both the fibre
and the optical amplifier is presented in Figure . In this configuration, no frequency
mixer is required, as the beatnote frequency is centred at 89 MHz, which lies within
the bandwidth of the analogue phase detector. As in the previous system, the phase
detector output is connected to the modulation input of a waveform generator@. The
output signal is subsequently amplified and used to drive the AOM, thereby enabling
active cancellation of noise introduced by the fibre and the optical amplifier.

To characterise the performance of the implemented FNC systems, I measured the
frequency stability of the beatnote signals for all configurations using the available mon-
itor ports. For comparison, I recorded the stability of the beatnotes with the PLLs both
closed and open, as well as the stability of the reference si%nals themselves. For these
measurements, I used the commercial phase-noise analyser>.

It must be noted, however, that a full evaluation of the FNC system requires the
comparison of the stabilised fibre optical output with an optical reference with much
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Figure 5.24: The electronic system used for FNC in the supporting arm transfers the
stability from the light distribution system for the optical amplifier. The beatnote and
LO signals are amplified to 7 dBm for compatibility with the analogue phase detector.
The resulting error signal is processed by a waveform generator acting as a VCO, which
drives the AOM for active phase noise compensation. Coloured blocks indicate signal
paths: yellow for input signal processing, blue for LOs, and green for the feedback loop.

better stability [203]. The approach I used here assumes that all noises are recipro-
cal [204], and the delay between the forthcoming and returning beams inside the fibre
is negligible. If there is phase noise on the transmitted signal from fibre noise, S (f),
then even for perfect cancellation of this noise on the round-trip light, the one-way light
will still suffer from delay-unsuppressed fibre phase noise [198]

<2ﬂfL
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where ¢, & 2 X 10® m/s is the speed of light in the fibre.

The results of the stability measurements are presented in Figure . These data
confirm the necessity of employing active noise compensation. Without such systems,
the overall relative stability of the optical setup would be significantly compromised
and would not reach below 10716 Itis important to note that the phase-noise analyser
is equipped with only one input and one reference channel. Therefore, all stability
measurements were performed sequentially rather than simultaneously.
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Figure 5.25: The electronic setup used for cancelling noise from both the optical fi-
bre and the optical amplifier. The system omits frequency mixing, as the beatnote lies
within the bandwidth of the analogue phase detector. The error signal is fed into a
VCO, amplified, and used to drive the AOM for active optical phase noise cancella-
tion. Coloured blocks indicate signal paths: yellow for input signal processing, blue for
LOs, and green for the feedback loop.

5.4.2 Laser Frequency Stabilisation to Ultra-stable Optical Cavity

I'stabilise the frequency of the fibre laser® to the resonance fringe of the ultra-stable
optical cavity using the PDH technique. This method involves phase modulation of
the input beam and detecting the interference between the reflected and leakage signals
from the cavity using an avalanche photodiode. The schematic diagram of the elec-
tronic implementation is shown in Figure .

The interference signal is detected using an avalanche photodiode@. The photo-
diode is mounted on the post, custom-made from polyoxymethylene (Ertacetal) for
galvanic isolation and minimisation of the electrical noise. I'split the photodiode signal
to enable simultaneous monitoring on a spectrum analyser and demodulation using an
analogue phase detector®). The demodulation is performed using a 6 MHz, 7 dBm si-
nusoidal signal generated by a two-channel waveform generator®d. One channel drives
the EOME, while the other serves as the reference input for the phase detector. I op-
timise the relative phase between the two signals to maximise the slope of the resulting
error signal.
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Figure 5.26: Non-overlapping ADEV o, of the beatnote signals measured for all fibre
links in the system. Each subplot corresponds to a different fibre link: (top) support-
ing arm; (middle) link to the OFC; (bottom) link to the optical amplifier. For each link,
frequency stability is shown with the PLL open (solid orange), closed (blue), and for
the frequency reference (green). The solid-dashed lines represent the estimated stabil-
ity limit of the transmitted light. The improvement in stability at averaging times of
1 sand 100 s is explicitly marked. The measurements were performed using a commer-
cial phase-noise analyser referenced to UTC (AOS). The phase-noise analyser does not
provide confidence intervals. The results highlight the necessity of active FNC to reach
the fractional stability below 10~6.

The output of the phase detector consists of a DC error signal superimposed with
an RF component oscillating at twice the modulation frequency, i.e. 12 MHz. In stan-
dard implementations, this RF signal is filtered out to minimise the noise present in
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Figure 5.27: Schematic of the electronic setup used to stabilise the 1062.55 nm fibre
laser (NKT BASIK Y10) to an ultra-stable optical cavity using the PDH technique. The
system includes an EOM driven by a waveform generator, an analogue phase detector
for demodulation, and a Toptica FALC 110 PI*D servo controller. The fast feedback
loop modulates a VCO driving an AOM, while the slow loop controls the fibre laser’s
PZT for coarse frequency tuning. Coloured blocks indicate signal paths: yellow for
input signal processing, pink for LO, and green for the feedback loop.

the error signal. However, in high-bandwidth laser locking schemes, the low-pass filter
introduces a phase delay that significantly limits the achievable loop bandwidth. In my
setup, I observed that removing the 1.9 MHz low-pass filtertd improved the servo-loop
bandwidth by almost 200%. This is because the oscillating RF component lies well out-
side the effective bandwidth of the control loop and is naturally attenuated in the servo
chain.
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The error signal from the phase detector is processed by a PI3D servo controller.
The fast output of the controller modulates a VCO@, which is subsequently amplified
and used to drive the fibre-coupled AOME. The slow output of the servo controller
feeds back to the PZT integrated into the fibre laser head, enabling coarse frequency
tuning.

To optimise the parameters of the servo controller, I monitored the photodiode
signal on a spectrum analyser. The recorded spectrum is shown in Figure . The

Figure 5.28: Spectrum of the reflection signal from the ultra-stable optical cavity,
recorded using a spectrum analyser for the optimisation of the PDH locking loop. The
trace is centred at the 6 MHz phase modulation frequency. The servo bump indicates a
loop bandwidth exceeding 790 kHz. A residual peak at the carrier frequency originates
from electronic cross-talk, imperfect mode matching, and input offset drift in the ana-
logue servo controller.

spectrum is centred at the phase modulation frequency of 6 MHz. The objective of the
optimisation process is to push the servo bump, an indicator of the control bandwidth,
as far from the carrier as possible and to achieve a deep, flat dip around the centre fre-
quency. A narrow residual peak at 6 MHz remains visible and originates from three
sources.

Firstly, it is partly caused by cross-talk between coaxial cables, as the peak persists
even when the servo loop is open. Secondly, imperfect optical injection into the cavity
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may result in a portion of the light being reflected back towards the photodiode. This
can arise from non-ideal mode-matching conditions or from an electronic offset in the
feedback loop that prevents the laser from locking exactly at the centre of the cavity
resonance.

The third and most significant contributor is the drifting input offset of the ana-
logue servo controller itself. This offset variation results in oscillations of the peak am-
plitude at 6 MHz. I minimise this effect by carefully adjusting the input offset param-
eter on the controller from time to time.

Based on the observed spectral features, I estimate the servo-loop bandwidth to ex-
ceed 790 kHz.

5.4.3 Measurement of Frequency Beatnote with Optical Frequency
Comb

Interference between the laser beam and the OFC mode gives rise to a frequency
beatnote. This beatnote, typically in the RF domain, is detected using an avalanche
photodiode and manifests as an electrical sinusoidal signal. The primary objective is to
determine the frequency of this signal, and it can be analysed using either a spectrum
analyser or a frequency counter.

In practice, the signal captured by the photodiode often contains not only the de-
sired beatnote but also spurious components resulting from electronic noise or cable
crosstalk. The use of a spectrum analyser is advantageous in such cases, as it can reliably
identify the spectral peak corresponding to the beatnote, irrespective of the exact spec-
tral shape or the presence of neighbouring signals. However, spectrum analysers are
typically limited by their relatively slow measurement rate and single-channel architec-
ture, which restricts the possibility of simultaneously monitoring multiple beatnotes.

For this reason, frequency counters are more widely employed in multi-channel
beatnote measurement setups. Further details concerning the operating principles of
frequency counters are provided in Section .

Frequency counters, however, are particularly sensitive to unwanted signals in the
input spectrum. As such, careful signal conditioning is required before measurement.
If an accuracy better than approximately 100 Hz is not required, passive band-pass fil-
tering is generally sufficient. For higher precision measurements, however, the system-
atic error introduced by the filter must be considered.

This bias arises from the fact that the bandwidth of standard band-pass filters is of-
ten much broader than the spectral width of the beatnote signal and may not be centred
exactly on the signal frequency. Such misalignment results in an asymmetric transmis-
sion profile, which can shift the apparent frequency measured by the counter. This
effect becomes evident when the same beatnote signal is routed to different channels of
a frequency counter and produces systematically different readings. If the discrepancy
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exceeds the expected frequency stability of the system, the influence of filter-induced
bias can no longer be neglected.

Such behaviour was present in my system, and I addressed it by implementing a
tracking oscillator, also called a phase tracking filter or an adaptive frequency filter [205].
This device generates a clean sinusoidal signal whose frequency follows that of the in-
put beatnote via a PLL. The resulting signal is free from spurious components and is
thus well-suited for frequency measurement using a frequency counter. The schematic
diagram of the implemented setup is shown in Figure @

I detect the interference between the laser beam and the OFC mode using an ava-
lanche photodiode@. The resulting RF signal passes through a 100 MHz low-pass filter
and is amplified with a low-noise amplifier. I then split the signal: one branch is used
for monitoring and diagnostics, while the second is further amplified to 7 dBm and fed
into an analogue phase detector®d. This signal serves as the reference input for the PLL,
which forces the oscillator to follow the beatnote frequency. This part of the setup is
highlighted in yellow in Figure %

I use the frequency counter™, which supports input signals up to 60 MHz. Since
the beatnote lies at 96 MHz and the OFC is shared with other laboratories, I cannot
modify the repetition rate to shift the beatnote. To address this, I implement frequency
division within the tracking oscillator system.

I use a waveform generator with frequency modulation capability to produce a si-
nusoidal signal at 48 MHz, i.e., half the beatnote frequency. I split this signal into two

paths: one goes to the frequency counter, while the other goes to a passive frequency
doublerd, After amplification and filtering, the doubled 96 MHz signal is applied to
the second input of the phase detector. This portion of the system is shown in blue in
Figure .

The two signals have similar frequencies, so the phase detector output contains a
slowly varying component corresponding to the frequency difference, as well as higher-
frequency terms. I filter the output using two low-pass filters: a standard 1.9 MHz filter
and a custom-built 40 kHz filter. The filtered signal modulates the frequency of the
waveform generator, completing the PLL and enabling the generated signal to track the
beatnote frequency accurately. This feedback loop is depicted in green in Figure .

The use of the tracking oscillator ensures reliable and accurate measurement of the
frequency beatnote using the available frequency counter. This solution allows me to
eliminate spurious signals, mitigate measurement bias, and accommodate the signal to
the frequency counter without relying on changes to the OFC system.
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Figure 5.29: Schematic of the tracking oscillator system used to enable accurate mea-
surement of the optical frequency beatnote. The beatnote signal, detected by an
avalanche photodiode, is filtered, amplified, and fed into an analogue phase detector
as the reference. A waveform generator produces a 48 MHz signal, which is both mea-
sured by a frequency counter and frequency-doubled to 96 MHz to match the beat-
note. This doubled signal is compared with the input beatnote in the phase detector.
The resulting error signal is low-pass filtered and used to modulate the frequency of
the waveform generator, forming a closed PLL. Coloured regions indicate signal paths:
yellow for input signal processing, blue for oscillator and division, and green for the

feedback loop.

5.4.4 Frequency Stability Characterisation

To determine the frequency stability of the ultra-stable 1062.55 nm laser, I had to
compare its output with other oscillators exhibiting comparable or superior stability.
During the characterisation campaign, I had access to two independent references: an
OFC locked to a 1542 nm ultra-stable laser stabilised to a separate high-finesse cavity
at FAMO (referred to as the FAMO 1.5 pum cavity), and a fibre-delivered optical sig-
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nal referenced to a state-of-the-art ULE glass cavity at Physikalisch—Technische Bun-
desanstalt (PTB) in Germany [132], denoted as the PTB 1.5 pum cavity. The PTB op-
tical reference was delivered to Torun via a phase-noise-compensated long-haul fibre
link established within the pan-European research and education network (GEANT)
Time & Frequency Pathfinder [206, 207], spanning the German GEANT segment
and the Polish Polish National Research and Education Network (PIONIER) back-
bone operated by Poznan Supercomputing and Networking Center (PSNC) [208], and
employing ELSTAB-based repeater stations developed at AGH University of Krakéw
(AGH) [178].

My objective is to characterise the individual frequency stability of each oscillator
using either the TCH method or the GCOV approach. Detailed descriptions of these
techniques are provided in Section .

The experimental setr%) allows me to simultaneously record two optical beatnotes
using a frequency counter’® operated in A-mode. The data acquisition time was 4300s.
The first beatnote corresponds to the frequency difference between the FAMO 1.5 um
cavity and PTB 1.5 um cavity. The second beatnote is between my 1062.55 nm laser,
stabilised to the FAMO 1 pm cavity, and the OFCE, which is optically referenced to
the FAMO 1.5 um cavity. In this configuration, the OFC acts as a transfer oscillator.

The specified instability of the OFC does not exceed 1 x 1071% at 1 s, allowing me
to neglect its contribution in the analysis. The missing beatnote between the FAMO
1 pum cavity and the PTB 1.5 um cavity is obtained by taking the difference between the
two measured beatnotes after appropriate frequency scaling. This approach is justified
by the negligible contribution of the beat detection system to the overall noise.

To perform the scaling, I convert the beatnote between the FAMO 1 umand 1.5 um
cavities to the 1542 nm optical frequency basis by multiplying the measured frequency
by the ratio 1062.55 nm/1542 nm. This allows the calculation of the FAMO 1 pum
versus PTB 1.5 um beatnote by simple subtraction. All beatnote signals are converted
to relative frequencies by dividing by ¢/1542 nm, where ¢ is the speed of light. From
each resulting dataset, I remove a linear frequency drift and compute the OADEV. The
fractional frequency stabilities of all oscillator pairs are shown in Figure .

I do not expect correlations between the cavities, since the FAMO 1.5 pm and
FAMO 1 pm cavities are located in separate parts of the building, and the PTB cav-
ity resides in a facility located in a different country. This allows me to use the TCH
method to estimate the individual stabilities of each oscillator. The results of this anal-
ysis are presented in the upper panel of Figure .

From the TCH analysis, I obtain the stability of the FAMO 1 pm and 1.5 pm cav-
ities and PTB 1.5 um cavity as 7.2 X 10716, 2.3 x 107", and 2.8 x 107 at 15,
respectively. Although the method is effective for comparably stable oscillators, it can
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Figure 5.30: OADEV of the relative frequency fluctuations for all measured oscillator
pairs: FAMO 1 um cavity versus FAMO 1.5 um cavity (blue), FAMO 1.5 um cavity
versus PTB 1.5 um cavity (orange), and FAMO 1 pm cavity versus PTB 1.5 pm cavity
(green). At 1 s averaging time, the respective stabilities are approximately 2.4 x 1071,
3.6 x 1071, and 2.9 x 107'°. The data is corrected for linear frequency drifts and
converted to fractional frequency units. The confidence intervals of +=1¢ are calculated
using the x? statistics.

yield negative variances when applied to combinations with large disparities in perfor-
mance, correlations, or insufficient averaging. As a result, the TCH method is unable
to reliably determine the stability of the PTB 1.5 pm cavity for all considered averaging
times.

To address this issue, I apply the GCOV technique, which enables reliable stability
estimation even in the presence of a low-noise reference. The results of the GCOV
analysis are shown in the lower panel of Figure .

The GCOV analysis yields values consistent with the TCH method for all cavities
at 1s. At 1s, the PTB cavity exhibits a stability of 2.8 X 1071, which improves to
2.1 x 10716 at 16s. This behaviour is expected, as the short-term stability is limited by
the performance of the optical fibre link delivering the reference signal from PTB.

The results presented in this section confirm the performance of the FAMO 1 um
cavity and the laser system. This cavity serves as the most stable short-term optical ref-
erence currently available within the institute.
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Figure 5.31: Fractional frequency stability of the FAMO 1 um (blue), FAMO 1.5 um
(orange), and PTB 1.5 um (green) cavities. Top panel: Stability estimated using the
TCH method. At 1 s averaging time, the estimated stabilities are 7.2 x 10716 for the
FAMO 1 pm cavity, 2.3 X 107" for the FAMO 1.5 um cavity, and 2.8 x 107 for
the PTB 1.5 pum cavity. The confidence intervals of 10 are calculated using the prop-
agation of the confidence intervals of the stability of oscillator pairs. Bottom panel:
Stability estimated using the GCOV method. At 1 s averaging time, the stabilities are
7.2 x 1071 for the FAMO 1 pm cavity, 2.3 x 10~ for the FAMO 1.5 um cavity, and
2.8 X 1071 for the PTB 1.5 pm cavity. The confidence intervals of 10 are obtained
via a Studentised moving-block bootstrap [209, 210]. The GCOV analysis confirms
agreement with the TCH results and provides an estimate for the PTB cavity, which
exhibits superior stability of 2.1 x 107*% at 16s.

5.5 Laser Systems for Metastable States Depopulation

his section describes the design, construction, and characterisation of the laser
systems developed for repumping Hg atoms from the metastable *Py and 3P,
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states to the ground 'Sy state. These repumping transitions are essential for de-
termining the population in the 3P, state.

I begin by presenting the optical setup of the two repumping lasers: a 404.7 nm
ECDL for addressing the 3Py—3S; transition, and a 1092.2 nm diode laser system, fre-
quency-doubled to 546.1 nm for addressing the *P,~3$; transition. The section con-
tinues with an overview of the digital frequency stabilisation scheme I implemented,
which references the laser wavelength to a wavelength meter via a proportional-integral
teedback loop. Finally, I describe the mechanical and optical construction of the custom-
made ECDLs, including the feedback geometry, thermal control, and integration with
digital electronics.

5.5.1 Optical Setup for Metastable States Depopulation

To determine the fraction of atoms excited to the 3Py state, it is necessary to re-
pump atoms from the metastable 3Py and 2Ps states back to the ground 1S, state. This
is achieved via the *Py—3S; (404.7 nm) and 3P;—-3S; (546.1 nm) transitions, both of
which have natural linewidths of 20 MHz due to the relatively short lifetime of the 3S,
state, estimated to be 8.0(7) ns.

To access these transitions, I constructed and implemented two ECDL systems.
One system emits directly at 404.7 nm, while the other operates at 1092.2 nm and is
frequency-doubled to produce 546.1 nm. The optical configurations of both systems
are illustrated in Figure .

The 404.7 nm laser system (Panel B in Figure ) delivers approximately 30 mW
of optical power after the OI when operating at 100 mA. A small portion of the beam
is directed to a wavelength meter using a NPBS-P. The main beam is shaped with a pair
of spherical lenses to improve coupling efficiency into a 10 m-long single-mode fibre.
At the fibre output, the light is coupled into a large-beam collimator@, which produces
a 5.3 mm diameter beam with approximately 8.5 mW of power. The shape of the beam
is shown in Figure .

The 1092.2 nm laser system (Panel A in Figure ) provides around 300 mW
of power after the OI when operating at 455 mA. A small portion of the beam is de-
coupled towards a wavelength meter. The main beam suffers from astigmatism typi-
cal of laser diodes and is corrected in the parallel axis using a pair of cylindrical lenses.
The astigmatism-corrected beam is then reshaped with spherical lenses to optimise fi-
bre coupling into a PM fibre connected to a single-pass PPLN waveguide mixerS. The
phase-matching condition is maintained by stabilising the crystal temperature. With
over 200 mW of input power at 1092.2 nm, the system produces more than 12 mW
of light at 546.1 nm. The fibre output is collimated using a collimator@, generating a
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Figure 5.32: Optical layout of the ECDL systems used for depopulating metastable 3P
and 3P, states to the ground 1S, state. Panel A shows the 1092.2 nm ECDL system with
astigmatism compensation and frequency doubling in a single-pass PPLN waveguide
mixer to generate 546.1 nm light for addressing the 3Py—3S; transition. Panel B shows
the 404.7 nm ECDL system used for driving the 3Py-3S; transition. In both setups,
a small portion of the beam is directed to a wavelength meter, while the main beam is
coupled into a single-mode optical fibre and subsequently collimated for delivery to the
main chamber.

6.4 mm diameter beam.
The saturation intensities for these transitions are given by

mhel’

I )
sal 3)\3

(5.5.1)
where I is Planck’s constant, cis the speed of light, I is the natural linewidth in radians
per second, and A is the wavelength. For the 3Py-3S; transition at 404.7 nm and the
3P,—38; transition at 546.1 nm, the corresponding saturation intensities are approxi-
mately 0.39 mW/mm? and 0.16 mW/mm?, respectively. Based on the beam diameters,
the estimated minimum optical powers required to reach saturation are approximately
8.7 mW and 5.2 mW for the 404.7 nm and 546.1 nm beams, respectively. The optical
powers generated by both systems comfortably exceed these thresholds.

5.5.2 Digital Stabilisation of Laser Frequency to Wavelength Me-
ter

Due to the relatively broad linewidths of the repumping transitions, it is not neces-
sary to stabilise the frequency of the repumping lasers to narrow optical references such
as high-finesse cavities, OFCs, or atomic transitions. Instead, I monitor the laser fre-
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Figure 5.33: Photo of the 404.7 nm laser system output beam after a large-beam colli-
mator. The output beam has a clean Gaussian profile.

quencies using a wavelength meterZ, The specified absolute accuracy of the calibrated
HighFinesse WS7-60 is no worse than tens of megahertz, while its short-term stability is
significantly better. These characteristics make it well-suited for implementing a digital
frequency stabilisation scheme.

I implement the stabilisation using a Python 3 script running on a PC connected to
the wavelength meter via USB. The script continuously compares the measured wave-
length with a predefined setpoint, and the resulting difference serves as an error signal.
I process this signal using a proportional-integral control algorithm to compute the
correction voltage.

The control signal, ranging from 0 to 150 V DC, is applied to a PZT mounted
inside the extended cavity of the laser. This voltage is supplied by a high-voltage ampli-
ﬁer@, which communicates with the control PC via USB. The full source code for the
stabilisation routine is provided in [211].

The script communicates with the wavelength meter indirectly, by querying its pro-
prietary control software through the wlmData.d11 interface. This dynamic link li-
brary enables real-time access to wavelength readings from the selected channel without
interrupting the wavemeter routines. Upon execution, the script prompts the user to
configure key parameters, including the wavemeter channel, the high-voltage amplifier
channel, and the target wavelength. The user must also specify the polarity of the con-
trol response, which determines whether increasing or decreasing the applied voltage
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results in a higher laser wavelength. Moreover, the correct VISA address of the high-
voltage amplifier must be supplied to ensure successful serial communication. Once
initialised, the script acquires the current wavelength at fixed time intervals, calculates
the error relative to the target, and updates the control voltage accordingly. All rele-
vant quantities—including the measured wavelength, setpoint, and applied voltage—
are logged continuously for further analysis and verification.

To assess the performance of the frequency stabilisation system, I measured the
wavelength stability of the 1092.2 nm laser with the digital feedback loop enabled and
disabled over an extended period. The results of these measurements are shown in Fig-
ure . They clearly demonstrate the necessity of applying digital stabilisation, as
without feedback, the laser exhibits a gradual drift from its initial wavelength, corre-
sponding to a detuning from the optical transition and thus a significant reduction in
the repumping efficiency. With the loop closed, the stability improves markedly for
averaging times exceeding 3 s and reaching an enhancement of 33 dB after one hour.
I note, however, that this measurement is performed relative to the wavelength meter
and does not account for the stability of the reference itself. A complete characterisa-
tion of the laser frequency stability would require, for example, heterodyne detection
against a laser of superior frequency stability.

5.5.3 Custom-made Extended-Cavity Diode Laser

I constructed the ECDLs for 1092.2 nm and 404.7 nm based on the design de-
scribed in [[172], which I modified to streamline the construction and significantly sim-
plify the alignment procedure. Each ECDL operates in a Littrow configuration [212],
where a reflective diffraction grating acts as a wavelength-selective element. The first-
order diffracted beam is directed back into the laser diode, forming the extended cavity,
while the zeroth-order reflection serves as the main output beam. A schematic diagram
of the ECDL structure is shown in Figure .

The main modification I introduced compared to the original design in [172] is the
implementation of adjustable laser diode collimation tubes fitted with a pre-mounted
aspheric lens?. The position of the lens can be adjusted by up to 2.5 mm by rotating
the end cap of the tube. Importantly, the lens translates without rotating, which im-
proves pointing stability. Owing to the extended travel range, these collimation tubes
are compatible with a wide variety of standard laser diodes. The lens is anti-reflection
coated across three overlapping spectral bands, covering a combined wavelength range
from 350 nm to 1700 nm.

The laser diode (Innolume GC-1030-160-TO-200-B for 1092.2 nm and Toptica
LD-0405-0060-2 for 404.7 nm) is mounted inside the collimation package, and I ad-
justed the lens position to collimate the output beam in the far field. The LD-0405-
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Figure 5.34: Wavelength stability of the 1092.2 nm laser with the digital stabilisation
loop open (blue) and closed (orange). The upper panel shows the wavelength difference
relative to the initial value, measured over more than 15 hours. Without stabilisation,
the laser exhibits significant drift. The lower panel presents the corresponding OADEV
o, asafunction of averaging time. For timescales longer than 3 s, the closed-loop system
provides improved stability, with enhancements of 11 dB at 100 s and 33 dB at 3600 s.
The measurement is referenced to the wavelength meter and does not include its own
instability. The confidence intervals of +10 are calculated using the x? statistics.

0060-2 diode is a transverse single-mode FP type, featuring an internal resonator formed
by the facets of the semiconductor chip. This diode is capable of lasing without an ex-
ternal cavity but typically operates in multiple longitudinal modes. In contrast, the
GC-1030-160-TO-200-B diode is equipped with an anti-reflection coating on its out-
put facet, effectively suppressing internal feedback. Such diodes, often referred to as
gain chips, do not lase within the nominal current range without optical feedback and
are therefore particularly well-suited for use with external cavities, as they eliminate res-
onant competition between internal and external modes and reduce the required level
of optical feedback.

The collimated beam is incident on a holographic reflective diffraction grating@.
The diffraction efficiency of these gratings varies between 10% and 55%, depending on
the polarisation of the incoming light, enabling tuning of the optical feedback to opti-
mise the laser’s spectral characteristics. I set the polarisation by rotating the collimation
package with the diode. For the 1092.2 nm laser, the feedback is set to approximately
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Figure 5.35: Schematic diagram of the optical layout of the ECDL. The system operates
in a Littrow configuration, with the first-order diffraction providing optical feedback
to the laser diode and the zeroth-order reflection forming the main output. The diffrac-
tion grating is mounted on a PZT-controlled arm for fine tuning, and the entire optical
path is mounted on a thermally stabilised platform.

10%, while for the 404.7 nm system, the feedback is increased to approximately 30%.
The typical distance between the diode facet and the grating is around 25 mm, cor-
responding to a longitudinal mode spacing of approximately 6 GHz. The grating is
mounted on a pivoting arm, which I can rotate to perform coarse wavelength selection.
To assist with initial alignment, I used a 3D-printed angular template set to the Littrow

angle
) A
« = arcsin (2—> , (5.5.2)

a

where ) is the operating wavelength and a is the groove spacing of the grating.

I mounted the diffraction grating on a flexible arm that can be bent using a PZT@,
mechanically supported by a fine-thread adjustment screw. The holder geometry is de-
signed such that the pivot point lies approximately at the intersection of the grating sur-
face and the mirror plane. This configuration is crucial for maintaining the round-trip
optical phase independently of the feedback wavelength [213]. In this arrangement, the
feedback is synchronous with cavity mode scanning, meaning that the reflected wave re-
tains a constant phase with respect to the incident wave during tuning. It is important
to note that, unlike in a conventional optical cavity, the cavity length here determines
only the longitudinal mode spacing around the feedback wavelength, not the absolute
frequencies of the modes. For this reason, some authors avoid referring to the mode
spacing as the cavity FSR .

The zeroth-order reflection from the grating is redirected by a mirror mounted on
a secondary arm mechanically linked to the grating holder. This ensures that the mir-
ror remains parallel to the grating, thereby converting the angular movement of the
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Figure 5.36: Top image: CAD model of the ECDL assembly. Key components in-
clude the laser diode collimation tube, PZT-driven diffraction grating mount, TEC,
and thermally stabilised optical platform. The modular and compact design facilitates
stable operation and straightforward alignment. Bottom image: Photo of the imple-
mented 404.7 nm ECDL.

diffracted beam into a small lateral displacement. This arrangement significantly en-
hances pointing stability during frequency tuning. The output beam exits the laser
housing through an anti-reflection-coated window. Although the housing is not her-
metically sealed, it contains no open apertures, which reduces the cavity’s susceptibility
to pressure-induced fluctuations.
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All of the aforementioned components are mounted on a compact, thermally sta-
bilised optical platform. Temperature is monitored using a 10 k{2 NTC thermistor,
which I affixed with thermal adhesive adjacent to the laser diode collimation tube to
ensure accurate thermal contact. The platform rests on a TEC, which actively regu-
lates the heat flow to and from the assembly, thereby stabilising both the platform and
the laser diode temperature. To minimise parasitic heat conduction, I secure the optical
platform using nylon screws. A rectangular cut-out in the platform allows for precise
vertical and horizontal adjustment of the feedback beam, facilitating optimal coupling
into the laser diode. The TEC itself is mounted onto a large aluminium base, which
functions as both the mechanical support and a heat sink. A rendering of the 3D model
of the complete laser assembly is shown in Figure .

I control the laser diode current and temperature using a digital laser diode con-
troller@, housed within a custom 3D-printed enclosure. Communication with the
controller is established via USB from a PC. The PZT is driven by a high-voltage ampli-
fiertd, which T use as part of the digital wavelength stabilisation system described previ-
ously.

The complete set of technical drawings, 3D computer-aided design (CAD) models,
and a bill of materials is available as a repOD repository [214].

5.6 Optical Lattice and New Main Vacuum Chamber

he optical lattice potential enables the confinement of several thousand neutral
I atoms over extended periods, typically for a few seconds in a one-dimensional
lattice, and up to one minute in a three-dimensional configuration [215]. Such
long trapping times permit the use of prolonged interrogation pulses, thereby facili-
tating the observation of narrow spectroscopic resonances in the optical domain. To
confine atoms within the Lamb-Dicke regime, where their motional degrees of free-
dom are strongly suppressed, a sufficiently intense optical field is required. This field
induces an AC Stark shift of the atomic energy levels involved in the clock transition.
The shift of the clock transition frequency arises from the differential AC Stark shift
between the two states involved in the 'Sy — ®Py transition. The idea of the optical
lattice clock, proposed by Katori in the early 2000s [123, 216, 217], is that since the
AC Stark shift depends on the difference in dynamic polarisabilities of the two states
at the lattice laser frequency, it is possible to identify a specific frequency, called the
magic wavelength, at which the polarisabilities become equal. At this wavelength, the
differential AC Stark shift vanishes to first order, making the clock transition frequency
insensitive to fluctuations in the lattice intensity. For a given atomic species, multiple
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magic wavelengths may exist. In the case of 199 Hg, the most experimentally convenient
magic wavelength lies near 362.5 nm.

In this section, I present my design and implementation strategy for integrating the
optical lattice into our experimental apparatus. This includes the optical setup of the
lattice laser system and its stabilisation scheme, the design of the power-enhancement
optical lattice cavity optimised for operation at the magic wavelength, and the devel-
opment of a new main vacuum chamber capable of accommodating the in-vacuum
cavity mirrors. I also describe the design and construction of the custom water-cooled
coils required to generate the quadrupole magnetic field for the MOT within the new
chamber. Together, these developments form the foundation for the realisation of a
Hg optical lattice clock in our laboratory.

5.6.1 Optical Setup for Optical Lattice

The optical lattice will be based on a frequency-doubled titanium sapphire laser,
which seeds a power-enhancement optical cavity. The layout of the optical setup is
shown in Figure .

In my proposed design, the laser system will be based on a commercial solution
from M Squared Lasers. It consists of a titanium sapphire laser SolsTiS pumped by
an Equinox pump laser, and a frequency doubling module ECD-X that extends the
accessible output wavelengths of the SolsTiS system into the UV region. The monitor
output of the SolsTiS laser will be split into separate paths. One path is intended to
be coupled to a wavelength meter, while the other is to be delivered via a 200 m PM
fibre link to the OFC. The OFC will be stabilised to an ultra-stable optical reference
cavity. It will serve as a transfer oscillator, allowing the frequency stability of the optical
reference to be transferred to the 725 nm laser system.

The fundamental light at 725 nm will be overlapped with the OFC output beam
using an NPBS. A half-wave plate will adjust the polarisation of the fundamental beam
relative to the OFC output. The overlapped beams will be directed onto a diffraction
grating, acting as a frequency discriminator and enhancing the SNR of the detected sig-
nal. An avalanche photodiode will detect the frequency beatnote between the 725 nm
beam and the nearest OFC mode. The resulting electronic signal is intended to be used
to stabilise the frequency of the 725 nm fundamental light using an offset PLL, a similar
approach to that employed for the 1014.8 nm system shown in Figure @

The laser system is intended to deliver 800 mW of light at 362.5 nm. The beam will
pass through an AOME, which is planned to serve as an intensity modulator within the
power stabilisation servo loop. To maximise diffraction efhiciency, the polarisation of
the beam will be aligned using a half-wave plate. The first-order diffracted beam will
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Figure 5.37: Proposed optical layout for the UV laser system designed to drive the op-
tical lattice at 362.5 nm. The laser source is based on a frequency-doubled titanium
sapphire laser. The fundamental 725 nm output is stabilised to an OFC via an off-
set PLL. The 362.5 nm light is intensity- and phase-modulated using an AOM and an
EOM, respectively. The beam is mode-matched to a power-enhancement optical cavity
inside the main vacuum chamber. A PDH scheme is used to lock the cavity resonance
to the laser frequency, while additional servo loops stabilise optical power and suppress
R AM. Fluorescence from atoms trapped in the optical lattice is imaged usinga CMOS
camera.

then be phase modulated using an EOM@, driven by a S MHz RF signal. A second
half-wave plate will be used to optimise the polarisation of the beam with respect to
the EOM. This modulator includes a DC port to allow active suppression of RAM via
feedback on the crystal, and it is also equipped with a temperature sensot®d and a TEC
for active temperature stabilisation.

The phase-modulated beam will be directed towards the main vacuum chamber by
aback-polished, UV-enhanced aluminium-coated mirrorB8 with a reflectivity of approx-
imately 90% at 362.5 nm. A small portion of light will transmit through the mirror and
be detected by a photodetector, which will be used to monitor intensity fluctuations for
the power-stabilisation loop. This signal may also serve the active RAM suppression
loop after demodulation with a phase-shifted RF signal that drives the EOM.
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The main reflected beam will be shaped using a pair of spherical lenses to maximise
coupling into the optical cavity located inside the main vacuum chamber. The vacuum
chamber input windows are mounted at the Brewster angle of 58.6° to act as polaris-
ers. The p-polarised component of the beam will pass through these windows without
loss, whereas the s-polarised component will be partially reflected. To maximise trans-
mission through the Brewster window, a half-wave plate will be used to fine-tune the
polarisation of the input beam.

The power-enhancement optical cavity will be formed by a pair of concave mirrors,
as described in Section . The light that is back-reflected and leaked by the cavity
will retrace the incoming path back towards the back-polished mirror. A fraction of this
returning light will again pass through the mirror and be measured by another photode-
tector. This signal will be used to generate a PDH error signal for actively stabilising the
cavity resonance to the laser frequency via control of the cavity length.

On the opposite side, the clock transition spectroscopy beam will be coupled into
the main vacuum chamber through an additional Brewster window. The beam will be
focused at the centre of the optical lattice trap. A half-wave plate will be used to adjust
the beam polarisation relative to the Brewster angle. Fluorescence from the atoms will
be detected usinga CMOS camerald.

5.6.2 Optical Lattice Cavity Design

A high-performance optical lattice is essential for confining atoms in the Lamb-
Dicke regime and for suppressing motional effects during clock interrogation. In the
case of Hg optical lattice clocks, the design of the lattice cavity must overcome spe-
cific challenges arising from the relatively small differential polarisability at the magic
wavelength A\, = 362.5 nm, the requirement for deep trapping potentials, and the
limitations imposed by UV optics.

The potential depth of the lattice trap can be estimated based on the circulating
intracavity power Py and the cavity waist radius wy as

U, = 2] <8P ) , (5.6.1)

2ceg Twd

where oy (Ar) & 5.3 1074 m? is the dynamic polarisability of the ground state [32],
c is the speed of light, and & is the vacuum permittivity. The trap depth is often ex-
pressed in units of the recoil energy Er.. = h°k?/2m, where m is the atomic mass
and k;, = 271/ is the wave number of the lattice photon. Alternatively, it may be
expressed in temperature units as Ey../ kg, with kp being the Boltzmann constant.

In this section, I present my design of the optical lattice cavity for our experiment,
with the goal of obtaining a high achievable trap depth and ensuring long-term opera-
tional stability. In my proposed design, I have selected a plano-concave mirror substrate
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made from FS-LO-A, with a ROC of 100 mm, to serve as the cavity mirror. To min-
imise the mass of the optical element, the substrate is only 6.35 mm in diameter and
3 mm in thickness. The plane side of the substrate is coated with an anti-reflection coat-
ing specified for high transmission at 362.5 nm (R < 0.7%), 265.6 nm (R < 0.8%),
and 227 nm (R < 1.1%). The concave surface features a custom high-reflectivity coat-
ing optimised for 362.5 nm, while maintaining maximal transmission at 265.6 nm and
227 nm. This is essential to keep the 362.5 nm light circulating inside the cavity and
letting the spectroscopy beams, 265.6 nm and 227 nm, pass undisturbed.

To maximise the intracavity circulating power, the coating reflectivity at 362.5 nm
has been carefully designed to satisty the condition for impedance matching or criti-
cal coupling. According to Eq. (), this requires the mirror transmission to equal
the total losses of the coating, includirrlé absorption and scattering. Based on estimates
provided by the coating manufacturer™, absorption losses are expected to be approxi-
mately S00 ppm, and scattering losses on the order of S0 ppm for premium-grade sub-
strates. Consequently, the coatings have been specified with a target transmission of
T = 550 ppm at the lattice wavelength.

Given the challenges associated with producing high-quality coatings in the deep
UV, the magnetron sputtering technique was employed to achieve the required specifi-
cations. This method offers the best layer uniformity and control over the optical prop-
erties. It should be noted, however, that these coatings were produced on a best-effort
basis, and detailed characterisation will be necessary to verify their actual performance.

Although the mirrors have been fabricated and delivered, they have not yet been
tested. Nevertheless, based on Eq. (), the expected power enhancement factor of
the optical cavity using these mirrors exceeds 1360, while the finesse exceeds 2850.

In my proposed design, the cavity geometry assumes a mirror separation of L =
175 mm. This spacing yields a beam waist radius of approximately 62 pm, comparable
to the 69 um used in the SYRTE implementation [32, 36, 218]. The corresponding
cavity stability parameteris g = 1 — L/ROC = —0.75, placing the system well within
the stable operational regime with ¢ = 0.5625 < 1. Such a configuration is ex-
pected to ensure robust mode stability, even in the presence of mechanical vibrations
or acoustic noise.

Assuming ideal mode matching into the cavity, an input power of 100 mW results
in an estimated circulating power exceeding 130 W. This corresponds to a potential
well depth of approximately 660 uK or 1800 £, — two orders of magnitude greater
than the value achieved in the SYRTE system [32, 36, 218]. However, such high optical
intensities raise concerns regarding possible damage to the cavity mirrors. For a circu-
lating power of 130 W, the estimated linear power density at the cavity waist remains
below 4 kW/cm. According to the coating manufacturer, the dielectric coatings typi-
cally tolerate CW irradiation up to 100 kW/cm before thermal damage becomes signif-
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icant. Nevertheless, in the UV regime, other damage mechanisms must be considered.
In particular, outgassing of any polymers or adhesives within the vacuum chamber can
lead to the degradation of the coating through carbon-hydroxide deposition and con-
tamination, greatly reducing the power-enhancement factor.

Following the approach adopted in the SYRTE [32, 36, 218] system, my proposed
design places the cavity mirrors inside the vacuum chamber. Positioning the mirrors
outside the vacuum system would require optical windows within the cavity mode
path, which would introduce additional losses and substantially reduce the power-en-
hancement factor. Integrating the mirrors within the vacuum eliminates this issue and
maximises optical performance.

The cavity mirrors will be mounted from the UHV side onto a custom DN35CF-
DN40CF vacuum flange. A rendering of the flange design is shown in Figure 5.38. On
the air side, the flange incorporates an optical window mounted at the Brewster angle
of 58.6° to act as a beam polariser. These windows are fabricated from Corning 7980
0A fused silica and feature integrated random nano-textured anti-reflection coatings@,
providing exceptionally low reflectivity in the UV spectral range. The flange is also
equipped with four threaded holes compatible with the Thorlabs 30 mm optical cage
system. On the vacuum side, it includes two mounting tabs for attaching a vacuum-
compatible kinematic mirror mount fitted with PZT. This arrangement will enable
coarse alignment via mechanical knobs during installation and fine alignment through
PZT actuation once the system is under vacuum.

The cavity mirror substrate will be bonded to a pair of PZT ring chipsa which will
be glued to one another and to a 0.5-inch stainless steel ring mounted in the kinematic
holder. Each PZT ring provides a maximum displacement of 2.7 pum with a capacitance
of 195 nF. While the first mechanical resonance of the chip is specified at 475 kHz, the
additional mass of the mirror will reduce this value to an estimated 330 kHz.

An identical configuration will be implemented on the opposite side of the main
vacuum chamber. The two mirrors facing each other form the power-enhancement
optical cavity, which will be used as the optical lattice. The cavity length will be tuned
by applying a high voltage to the PZT ring chips. To ensure the lattice centre remains
in its position, the same high-voltage signal will be applied to both sides of the cavity.
Initially, I plan to operate only one pair of PZT within the cavity stabilisation feedback
loop. The second pair can be used if the first reaches its displacement limit or if there
is a requirement to separate fast and slow modulation. In such a case, slow modulation
can be applied to the PZT closer to the mounting structure, while fast modulation can
be applied to the PZT directly bonded to the mirror.

The PZT ring chips will be driven by a high-performance ampliﬁer@, capable of
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Figure 5.38: Rendering of the vacuum-compatible mirror assembly used in the pro-
posed oprtical lattice cavity design. The custom DN3SCF-DN40CF vacuum flange
integrates a Brewster-angle optical window on the air side for polarisation control and
is compatible with the Thorlabs 30 mm cage system. On the vacuum side, the cavity
mirror is mounted in a Polaris POLARIS-K05P2 kinematic holder equipped with PZT
for alignment and resonance tuning. The mirror substrate is bonded to a pair of Thor-
labs PA44RKW PZT chips, enabling precise displacement and dynamic control of the
cavity length.

delivering 150 mA of average current. This corresponds to a theoretical power band-
width exceeding 5 kHz and a small-signal bandwidth of more than 120 kHz. The PZT
adjusters in the kinematic mounts will be supplied using a three-channel ultra-low noise
driverdd, with a specified total noise level below 62 pV RMS (0.03 Hz to 1 MHz).
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5.6.3 New Main Vacuum Chamber Design

The implementation of the optical lattice is not feasible with the main vacuum
chamber currently used in the experiment. The transmission of 362.5 nm light through
the existing chamber viewports is below 80%, making it impractical to form the optical
cavity outside the vacuum due to excessive losses. At the same time, the internal geom-
etry of the installed vacuum chamber lacks the mechanical infrastructure required to
accommodate cavity mirrors within the vacuum.

To overcome these limitations, I have designed a new main vacuum chamber that
enables the in-vacuum installation of the optical lattice cavity mirrors, as described
in Section . The design preserves all existing functionalities of the current main
chamber while integrating the elements necessary for the clock transition spectroscopy,
and oftering the flexibility for future integration of new hardware components. A ren-
dering of the designed vacuum chamber is presented in Figure .

The new chamber is designed as three components: the main body with twelve
DN35CF-DN40CF vacuum flanges and two DN200CF vacuum flanges, together with
two multi-port hats, each equipped with seven DN35CF-DN40CF flanges and one
DN200CF flange. The DN200CF flanges connect the three components to form the
chamber. The chamber hasa diameter of approximately 300 mm and a height of 220 mm,
and is constructed from stainless steel AISI 316LN. The inner walls are polished to a
surface roughness of Ra < 0.2 and coated with a gold layer. The polished surfaces
exhibit reduced emissivity, lowering thermal radiation within the chamber and thereby
mitigating the BBR. The gold coating further reduces thermal radiation, since the emis-
sivity of gold is several times lower than that of stainless steel [219]. In addition, the gold
surface assists in reducing the background pressure, as gold acts as an adsorption pump
for Hg through amalgamation processes.

The chamber accommodates eighteen DN35CF-DN40CF custom-made UHV
viewports. Each viewport comprises a flange body with a slot for a 1.5-inch optical win-
dow fabricated from Corning 7980 0A fused silica and equipped with random nano-
textured anti-reflection coatings@. On the vacuum side, the window is sealed with a
1 mm-thick indium wire, in the same manner as the windows of the ultra-stable optical
cavity chamber. The window and indium seal are held against the viewport body by a
clamping element with a rubber gasket. This clamping element additionally incorpo-
rates four threaded holes compatible with the Thorlabs 30 mm cage system.

The main body accommodates ten viewports: four are allocated for two orthogo-
nal pairs of co-propagating Hg MOT and Rb MOT beams at 253.7 nm and 780 nm,
one is used for the Rb Zeeman slower beam, two are used for absorption imaging with
a CMOS camera, one serves for MOT fluorescence detection with a photomultiplier
tube, and two are dedicated to a far-detuned optical dipole trap beam. The remaining
two DN3SCF-DN40CF flanges connect to the existing Rb and Hg sources.
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Figure 5.39: Rendering of the newly designed main vacuum chamber with labelled
ports and optical access. The chamber consists of the main body and two multi-port
hats, providing optical access for the MOT beams, the optical lattice input, repumping
beams, spectroscopy arm, and source connections for Rb and Hg. Additional ports ac-
commodate the ion-getter pump, electrical feedthroughs, and optional expansion fea-
tures.

The top multi-porthat accommodates, atits centre, the custom DN35CF-DN40CF
flange for the optical lattice described in Section , together with four custom UHV
viewports for 1.5-inch optical windows. Two are used for retro-reflection of the sepa-
rated, nearly vertical Rb MOT and Hg MOT beams, one for imaging with a CMOS
camera, and one for the combined 404.7 nm and 546.1 nm repumping beams. The
remaining two flanges connect to an ion-getter pump@ and a 10-pin electrical feed-
throught for supplying high voltage to PZTs inside the chamber.

The bottom multi-port hat provides the second lattice flange, together with three
custom UHV viewports for 1.5-inch windows. Two serve as inputs for the separated,
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nearly vertical Rb MOT and Hg MOT beams, while the third is used as the output for
the combined 404.7 nm and 546.1 nm repumping beams. One of the residual flanges
accommodates a second 10-pin feedthrough for PZT high-voltage supply, while the last
two remain unused, allowing future integration of additional components.

The UHV viewports in the multi-port hats are positioned at an angle of nearly 40°
with respect to the horizontal plane. To facilitate the integration of optics at this incli-
nation, I have implemented several 30 mm cage systems.

Figure 5.40: 30 mm cage systems used for optical access through the UHV viewports
of the new vacuum chamber. Panel A: Injection optics for the 362.5 nm lattice beam,
including mode-matching lenses, a wave plate, a Brewster-angled optical window, and
PDH detection via a photodiode. Panel B: Overlap of the 404.7 nm and 546.1 nm
repumping beams using a dichroic mirror and fibre-coupled large-beam collimators.
Panel C: Retro-reflection systems for the vertical MOT beams, each comprising a
quarter-wave plate and a mirror in a kinematic mount.

The cage system designed for injecting the 362.5 nm optical lattice beam is shown
in panel A of Figure . It consists of a right-angled kinematic mount holding a back-
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polished mirror?d that directs the beam towards the chamber, two lens mounts for beam
shaping, a rotatable mount for a half-wave plate, and an iris. The beam reflected from
the cavity retraces the input path, passes partially through the back-polished mirror,
and is detected by a photodiode to generate a PDH error signal for the cavity length
stabilisation.

Panel B depicts the cage system designed to overlap the 404.7 nm and 546.1 nm
repumping beams using a dichroic mirror mounted in a right-angled kinematic holder.
Both beams are delivered via optical fibres and collimated using large-beam collimators.
For ease of alignment, irises are placed on either side of the chamber.

Panel C shows the cage system intended for retro-reflecting the MOT beams. It
consists of a quarter-wave plate in a rotatable mount and a mirror in a kinematic mount.
As in the previous case, irises on both sides of the chamber facilitate alignment. Two
such cage systems are foreseen, one for the vertical Hg MOT beam and the other for
the vertical Rb MOT beam.

All components required for assembling the new UHV chamber have already been
bought and shipped. The installation, however, is postponed owing to ongoing exper-
iments in the laboratory.

Forming an MOT requires not only three orthogonal pairs of counter-propagating
beams but also a quadrupole magnetic field. This is typically generated by a pair of
circular coils in an anti-Helmholtz configuration. Owing to the relatively large dimen-
sions of the designed UHV chamber, the coil carcass must have an inner diameter of at
least 254 mm, with the coil centres separated by approximately 150 mm. Such dimen-
sions significantly reduce the achievable magnetic field gradient, which must therefore
be compensated for by the number of wire windings and the current.

The coils currently used in the experiment each have 54 windings and provide a
magnetic field gradient of 20 Gs/cm at 9 A. For the new UHV chamber, I designed
coils with 248 windings of 2 mm diameter insulated copper wire. The winding pro-
cess, carried out by Janusz Dejewski and me, is shown in the photograph on the left of
Figure . The central wire of the coil has a radius of 150.5 mm, and the separation
of the coil centres is also 150.5 mm, forming the anti-Helmholtz configuration. These
coils are capable of generating a gradient of 20 Gs/cm at 17 A.

Due to the high number of windings and relatively large current, each coil produces
more than 360 W of heat, which must be dissipated. For this reason, the coils are wound
on custom-made water-cooled carcasses, with a thermally conductive adhesive applied
between every two layers of wire. To minimise the induction of eddy currents in the
carcass during coil switching, the carcasses are cut and the gap is filled with an insulating
material, as shown in the photograph on the right of Figure .

Each coil carcass consists of five structural elements fabricated from aluminiumid;
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Figure 5.41: Photographs of the MOT coils designed for the new UHV chamber. Left:
Winding process of the 248 turns of 2 mm insulated copper wire on the custom-made
water-cooled carcass. Right: Detail of the carcass construction showing the insulating
gap introduced to suppress eddy currents.

four 4 mm thick rings forming the side walls and a 35 mm wide cylinder that constitutes
the main body. Two rings form each wall of the carcass, with cooling water flowing
through the internal cavity between them. The wall is sealed using a S mm diameter
O—rin, compressed to 4.2 mm. The water inlet and outlet are connected via Festo
angled plug connectors. Each ring incorporates four brackets that allow the carcasses
to be fixed onto the UHV chamber. A photograph of a ring with its fitted seal is shown
in Figure .

Together with Janusz Dejewski, I assembled and wound both coils. We tested them
for leak tightness and power dissipation. The coils remain at room temperature when
operated at 20 A with circulating water at 20 °C. They are therefore ready to be installed
once the new UHV chamber is prepared.
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Figure 5.42: Photograph of an aluminium carcass ring used in the MOT coil assembly.
The Viton O-ring seal is visible, forming the cooling channel between the paired rings.
Mounting brackets for fixing the carcass to the UHV chamber are also visible.
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Chapter 6

Experimental Setup at CERN

CERN for precision studies of Ps. Although I am not the author of the UHV
system and the Ps production chain, I briefly present these setups to provide the
context for the reader and allow understanding of the hardware limitations for the Ps
spectroscopy.
The main goal of this chapter is to present my design of the CW spectroscopy sys-
tem for the 135S, —23S; transition at 486 nm, motivating the use of a power-enhancement
cavity and deriving its design targets. I also describe the detection strategies and the

This chapter describes the experimental apparatus of the AEgIS experiment at

digital frequency lock employed to reference the probe laser to the line centre, before
compiling the associated uncertainty budget and identifying the dominant systematic
effects. Throughout, I emphasise design choices driven by the constraints of the AEGIS
environment and by the requirement to achieve sub-100 kHz accuracy in the absolute
frequency measurement.

6.1 Vacuum System and Positronium Formation

he section of the AEGIS vacuum system dedicated to Ps production is shown in

I Figure @ The detailed description of the setup can be found here [220]. The

Ps production system comprises four main elements: the radioactive positron

source, a Surko-type trap and accumulator, a bunching stage, and the spectroscopic
chamber in which Ps is created.

We employ a 22Na source as our positron provider. To deliver positrons as pulsed
beams suitable for efficient Ps production, the emitted particles must first be moder-
ated, cooled, and guided before accumulating. The source emits positrons with a broad
energy distribution and a 47 angular spread, which we reduce using a conical copper
moderator [221]. At the inner surface of the cone, we grow a solid neon moderator

at 7 K. After moderation, the outgoing flux consists of a continuous, monoenergetic
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Figure 6.1: Schematic of the vacuum system dedicated to Ps formation in the AEgGIS
experiment. Positrons emitted from a ?*Na source are moderated and injected into a
Surko-type trap and accumulator, where they are cooled and stored. Bunched positron
pulses are subsequently shaped in the buncher and directed into the spectroscopic
chamber, where they are implanted into a nano-channelled silicon converter to form Ps.
The chamber is equipped with p-metal shielding to suppress residual magnetic fields
and a detector system to measure the y radiation from Ps annihilation. Connections to
the antihydrogen apparatus and antiproton beamline are also indicated; however, they
remain unused in the context of this work.

beam of positrons with a well-defined energy, which we then guide into the trapping
system.

We guide the moderated positron beam magnetically into a Surko-type trap sys-
tem [222], which comprises a trap stage and an accumulator. Both devices are Penning—
Malmberg traps operated with buffer gas, which cools the et with inelastic collisions.
By stacking 1000 pulses from the trap, we obtain approximately 1.1 X 107 positrons
in the accumulator. The use of a harmonic axial potential compresses the positron
plasma as it cools, resulting in a shortened axial length and producing sharper bunch
profiles upon release. To extract the positrons, we apply a potential ramp that both re-
leases and accelerates the plasma towards the buncher [223]. The buncher consists of
a series of electrodes driven with a time-dependent voltage sequence. As the positron
bunch traverses the device, the leading particles are decelerated while the trailing parti-
clesare accelerated. This velocity modulation compresses the pulse temporally, yielding
a positron bunch with nanosecond duration.

Ps is generated by implanting positron bunches, accelerated to 3.3 keV, into a nano-
channelled silicon converter [115, 224]. This target provides a conversion efficiency of
roughly 30%, corresponding to a few 10° Ps atoms per bunch. The converter is posi-
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tioned inside the spectroscopic chamber at an angle of 45° with respect to the incoming
positron beam. The resulting distributions of both positrons and emitted Ps typically
exhibit diameters of about 5 mm.

To minimise residual magnetic fields and ensure a field-free experimental region, the
chamber is enclosed in a p-metal shield, resulting in a measured magnetic field below
1 mT in the Ps production area. Maintaining a magnetic-free environment is crucial
for the laser-cooling and spectroscopic experiments [225, 226].

The main observable signal in our experiment is the 7y radiation emitted following
Ps annihilation. For its detection, we employ a PbWO, scintillator crystal, positioned
above the e /Ps converter. The scintillator is optically coupled to a photomultiplier
tube, which converts the scintillation l%ht into electrical pulses. The resulting signals
are recorded using a digital oscilloscoped, providing the measurement data for further
analysis.

6.2 Laser System for Positronium Spectroscopy

transition in Ps can be accessed through two-photon excitation using counter-
propagating beams at half the transition frequency, corresponding to a wavelength
of 486 nm. This geometry inherently cancels first-order Doppler shifts, which is a ma-

F ollowing the approach reported in [50, 51], the highly forbidden 13S; — 23S,

jor advantage for high-precision spectroscopy. However, it simultaneously imposes
the requirement of very high optical intensities. When employing pulsed lasers, these
intensities can be accompanied by unwanted non-linearities, such as frequency chirp-
ing [47, 227], which complicate the interpretation of the spectra. These difficulties can
be avoided by using a CW laser system. The typical optical power used in the previous
experiment was on the order of 1 kW [50, 51].

This constraint, however, may be relaxed when a higher-intensity Ps source is em-
ployed. The AEGIS Ps source can produce more than 10° Ps per bunch [52], whereas
the reference experiment was limited to 4 - 10® Ps per bunch [S1]. The typical diameter
of a near-spherical Ps cloud is of order a few millimetres. Since the optical beam waist
is much smaller, and the corresponding Rayleigh length much larger, than the typical
Ps cloud diameter, the laser beam may be treated as collimated within the interaction
region. Accordingly, the spectroscopic signal s is proportional to

§ X PNksensitivity7 (621)

assuming similar Ps cloud sizes across experiments, where P is the beam power, V is the
number of Ps atoms, and Kyengiciviey is the detection scheme sensitivity. From Eq. (),
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and assuming comparable detection sensitivity, the estimated power Piequired required
to drive the 13S; — 23S, transition with an increased number of interacting Ps is

3

Prquired ~ 1 kW x % — 40W. (6.2.2)
This value may be lower once the 13S; — 23S, transition linewidth is taken into ac-
count. The measured linewidth is of order 50 MHz [51], whilst the transient-time-
limited linewidth for a laser-cooled Ps cloud in the AEgGIS apparatus would be of order
10 MHz. The estimated power needed for spectroscopy would then be reduced by the
linewidth ratio to about 8 W. Although these estimates are based on reasonable as-
sumptions, they may be optimistic. Accordingly, a conservative upper limit of 1 kW is
adopted for the following calculations.

Reaching such power levels requires the use of a power-enhancement cavity. The
design of this cavity must carefully account for its response time, which dictates how
rapidly the circulating field builds up once the laser is coupled into the resonator. For
spectroscopy of the 13S; — 23S, transition, the cavity decay time must be compara-
ble with the natural timescales of the excited state. In particular, the 23S, state has a
fluorescence lifetime of approximately 243 ms [97], whereas its annihilation lifetime is
limited to 1136 ns. Based on this consideration, I set the design requirement for the
cavity decay time to 7 = 1000 ns, ensuring compatibility with the physical constraints
of the system.

The selection rules governing the two-photon transition [228] applied to the 13S; —
238, case impose AJ = 0and AM; = 0. Since the intermediate P states are far de-
tuned from resonance, the influence of the fine and hyperfine spin structure only enters
at the ~ 1079 level. As a result, the relevant excitation paths for the 13S; — 23$; tran-
sition are effectively indistinguishable from those of a hypothetical atom composed of
spinless particles. The immediate consequence is that only transitions between identi-
cal M ; sublevels are allowed, and all such transitions have equal oscillator strengths.

A turther implication is that excitation of the 138, — 23S, transition usingo o
circularly polarised photons, such as those naturally present in a build-up cavity driven
with circularly polarised light, violates angular momentum conservation and is there-
fore strongly suppressed. Instead, the excitation beams must be either linearly polarised
or circularly polarised such that the counter-propagating photons carry opposite an-
gular momenta (070 ). The latter configuration, however, requires the insertion of
quarter-wave plates in every retro-reflection path and is at present incompatible with
CW excitation in a low-loss power-enhancement cavity. For this reason, the designed
cavity has to operate with linearly polarised light.
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6.2.1 Optical Lattice Cavity Design

A high-performance power-enhancement cavity is essential for precision spectros-
copy of the 13S; — 238, transition in Ps using a CW 486 nm laser. The design must ad-
dress two principal challenges, i.e., achieving intra-cavity powers exceeding 1 kW while
ensuring that the cavity decay time remains below 1000 ns.

In this section, I present my design of the optical power-enhancement cavity for the
AEgIS experiment, developed with the aim of enabling high-resolution spectroscopy
of the 13S; — 23S, transition while ensuring stable long-term operation. The concept
follows the implementation of the optical lattice cavity for trapping Hg atoms described
in Section @

For the cavity mirrors, I have selected super-polished fused-silica substrates in a
plano-concave configuration witha ROC of 500 mm. Each mirror substrateis 12.7 mm
in diameter and 6.35 mm thick, with the plane side coated for high transmission at
486 nm and the concave side carrying a custom high-reflectivity coating optimised for
the same wavelength. The mirror separation is set to S0 mm, a constraint imposed by
the geometry of the Ps source, which also helps to minimise the cavity decay time.

The reflectivity of the coatings at 486 nm has been chosen to maximise the cir-
culating power while ensuring the response time remains within the required limits.
According to specifications from the coating manufacturerﬂ, the total mirror losses, in-
cluding both absorption and scattering, are expected to be about 15 ppm. In the case of
exact impedance matching, where the transmission equals the total loss, Eq. (),
the cavity would reach a power-enhancement factor of 50000, Eq. (), and a fi-
nesse exceeding 100000. However, this would correspond to a cavity decay time of
more than 5500 ns, far above the annihilation lifetime of the 23S, state. To reconcile
these constraints, I have increased the mirror transmission to 155 ppm. This reduces
the power-enhancement factor to 16000 but lowers the cavity response time to about
980 ns, thereby meeting the design requirements. The resulting finesse is on the order
of 18500.

With the chosen geometry of L = 50 mm, the cavity supports a beam waist radius
of approximately 130 pm, in comparison to the 155 pm waist reported in [51]. The
corresponding stability parameteris g = 1 — L/ROC = 0.9, giving g* = 0.81 < 1,
which confirms that the cavity operates well within the stability regime. This configura-
tion should ensure robust mode stability even in the presence of mechanical vibrations
or acoustic noise.

Assuming ideal mode matching, an input power of 100 mW would generate a cir-
culating power in excess of 1.6 kW. While such high intensities raise concerns of poten-
tial mirror damage, the estimated linear power density at the cavity waist remains below
190 kW/cm, which is within the safe operational range.

Following the same reason adopted for the optical lattice cavity for Hg described
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in Section , I place the cavity mirrors inside the vacuum chamber. Locating the
mirrors outside the vacuum would necessitate optical windows within the resonator
path, introducing additional losses and significantly reducing the achievable power en-
hancement. Integrating the mirrors directly into the vacuum, therefore, eliminates this
limitation and ensures optimal cavity performance. The cavity mirrors will be mounted
from the UHV side onto a custom DN63CF vacuum flange. On the air side, the flange
incorporates a one-inch AR-coated optical window, positioned at the Brewster angle of
58.6° to act as a polariser, thereby ensuring linear polarisation of the incoming beam.
The flange is also equipped with four threaded holes compatible with the Thorlabs
30 mm cage system, which facilitates integration with standard optomechanical com-
ponents. On the vacuum side, the flange includes two mounting tabs designed for at-
taching a vacuum-compatible kinematic mirror mount fitted with a PZT. This config-
uration allows for coarse alignment through mechanical knobs during installation and
fine alignment via PZT actuation once the chamber is under vacuum.

In analogy with the optical lattice cavity design, the cavity mirror substrate will be
bonded to a pair of PZT ring chips, which are glued together and then fixed to a 0.5-
inch stainless steel ring mounted in the kinematic holder. Each PZT ring provides a
maximum displacement of 2.7 pm with a capacitance of 195 nF. Although the first
mechanical resonance of a bare chip is specified at 475 kHz, the additional mass of the
mirror is expected to reduce this value to approximately 151 kHz. An identical config-
uration will be implemented on the opposite side of the main vacuum chamber, with
the two mirrors aligned face-to-face to form the power-enhancement cavity. The cavity
length will be tuned by applying high voltages to the PZT ring chips, enabling precise
control of resonance conditions, keeping the cavity referenced to a frequency of the

coupled light.

6.2.2 Optical Setup for Positronium Spectroscopy

Achieving sub-100 kHz accuracy in the spectroscopy of the 138, — 23S, transition
requires a spectrally narrow and frequency-stable laser source operating at 486 nm. To
access an absolute frequency scale, the laser frequency must be referenced to a known
standard. In addition, to meet the requirements of the power enhancement cavity, the
source must provide at least 100 mW of optical power coupled into the cavity.

In my design, I ensure frequency stability and absolute referencing of the laser using
an OFC. The OFC modes can be stabilised either to an ultra-stable optical reference or
to an RF reference, depending on the availability at CERN. For the latter, I envisage
either a GPS-disciplined commercial Rb frequency standard or an H-maser disciplined
by a Cs standard. For the laser itself, I consider four possible solutions, each with its
own advantages and drawbacks. Schematic representations of these laser systems are
shown in Figure .

The most suitable option, shown in Panel A in Figure @, is based on a commercial
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Figure 6.2: Schematic designs of the proposed laser systems for Ps spectroscopy at
486 nm. Panel A: Commercial SHG system at 972 nm doubled to 486 nm. Panel B:
Custom-built ECDL at 486 nm. Panel C: Stability transfer cavity linking a 972 nm
ECDL to a 486 nm ECDL. Panel D: Injection-locking scheme using a 972 nm ECDL
doubled in a PPLN waveguide mixer. See text for further details.

SHG laser system. This configuration, closely resembling that employed for Hg laser
cooling in Section , consists of an ECDL at 972 nm. The output is amplified with
a TA and subsequently frequency-doubled to 486 nm in a bow-tie cavity. Such systems
typically deliver more than 1 W at 486 nm, comfortably exceeding the 100 mW thresh-
old. The availability of excess power relaxes the requirements on the mirror coatings of
the power enhancement cavity in my design. The fundamental 972 nm radiation is de-

livered to the OFC via a PM fibre. As in Section , I employ heterodyne detection
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between the 972 nm light and the OFC output to obtain a beatnote in the RF domain.
This signal is then compared with a LO derived from a DDS, producing an error signal
that references the laser frequency to the OFC. Although highly suitable from a tech-
nical perspective, such commercial SHG systems are often prohibitively expensive and
may exceed the available project budget.

The SHG laser system can be replaced by an ECDL operating directly at 486 nm, as
illustrated in panel B of Figure @ The recent availability of high-power single-mode
GaN laser diodes!! enables me to construct a custom ECDL, following the design I
have already implemented and tested at 1092.2 nm and 404.7 nm for repumping of
metastable states in Hg, as described in Section . Using a 300 mW diode, I can
obtain more than 200 mW of usable power after the OI, which comfortably satisfies
the cavity coupling requirement. A custom-built ECDL is typically at least an order
of magnitude less expensive than a commercial SHG system. The drawback of this ap-
proach is that direct lasing at 486 nm necessitates the OFC spectrum to extend into the
blue region. Although spectrum extenders exist, their use significantly increases the
overall cost of the system.

A more economical approach involves employing a custom-built ECDL operating
at972 nma, which can be referenced directly to the OFC without the need for spectrum
extension, as illustrated in panels C and D of Figure @ The stability of the 972 nm
ECDL can then be transferred to a 486 nm source either by means of a stability transfer
optical cavity (panel C) or via injection-locking (panel D).

In the first case, the stability transfer cavity must employ custom high-reflectivity
coatings suitable for both 972 nm and 486 nm. One of the mirrors is mounted on a
PZT, enabling fine adjustment of the cavity length. Using the PDH technique, the
cavity resonance can be stabilised to the frequency of the injected 972 nm light. The
custom-built 486 nm ECDL is then referenced to the same cavity via another PDH
lock, thereby transferring the stability of the OFC to the 486 nm laser. This approach,
however, requires three nested servo-loops, adding significant complexity. Moreover,
each ECDL must have RF sidebands imprinted for PDH. While these are convention-
ally generated with EOMs, they may also be introduced by directly modulating the
diode current. The latter method is less costly, but it introduces amplitude modula-
tion in addition to phase modulation. This produces an offset in the PDH error signal,
known as RAM, which limits servo stability and causes systematic frequency shifts. In
addition, the achievable modulation depth is usually smaller, resulting in a shallower
error signal slope [229].

The alternative approach, illustrated in panel D, relies on injection-locking. In this
master—slave scheme, the slave diode does not incorporate an external cavity, but in-
stead is forced to oscillate at the frequency of a master laser by injecting a fraction of

4For example, Nichia NDS4416
>For example, Innolume gain chip
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its output. In my implementation, the custom-built 972 nm ECDL is first stabilised
to the OFC, and its frequency is then doubled in a PPLN waveguide mixerd. This
single-pass device is considerably less expensive than a full SHG system and has already
been successfully used in the ultra-stable Hg laser system described in Section . Ac-
cording to the specifications, seeding the PPLN mixer with 100 mW of 972 nm light
yields more than 5 mW of 486 nm at the fibre output, sufficient for injection-locking.
The slave diode, operating without an extended cavity, then provides the full output
power of around 300 mW before the OI. I regard this configuration as an optimal com-
promise, retaining only a single servo-loop while meeting the power requirements in a
cost-effective manner.

Regardless of the choice of laser system, the 486 nm light is modulated and deliv-
ered via PM fibre to the vicinity of the Ps spectroscopic vacuum chamber, where it is
injected into the power enhancement optical cavity. The schematic of this optical sys-
tem is shown in Figure @

Figure 6.3: Optical setup for delivering 486 nm light into the power enhancement cav-
ity for Ps spectroscopy. The beam is first modulated by a double-pass AOM, providing
frequency shifts for the detection scheme and enabling active power stabilisation. An
EOM then imprints the sidebands required for PDH locking. After fibre delivery to
the spectroscopic chamber, the light is split at an NPBS, with the reflected beam used
for power stabilisation and the transmitted beam mode-matched into the cavity. Light
reflected from the cavity is directed to an avalanche photodiode for generation of the
PDH error signal, which stabilises the cavity length via mirror-mounted PZT. A pho-
todiode placed behind the cavity monitors the transmitted power as an indicator of
resonance and mode-matching quality.

The beam is first modulated by an AOM in a double-pass configuration. This
arrangement provides the required RF frequency shift for the detection scheme de-
scribed in Section , while ensuring that the beam direction remains fixed during
frequency tuning. In addition, the AOM enables amplitude modulation, which I in-
tend to use for active power stabilisation. The frequency-shifted light is subsequently

¢HC Photonics
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phase-modulated by an EOM, imprinting the RF sidebands required for the PDH tech-
nique.

The modulated beam is then delivered through a PM fibre to a breadboard mounted
around the spectroscopic chamber. Upon exit, the light is incident on a NPBS with a
T90 : R10 split ratio. The reflected portion is directed to a photodiode, providing the
signal for the active power stabilisation loop. The transmitted beam is mode-matched
to the cavity using a pair of spherical lenses to maximise coupling efficiency. Just be-
fore entering the power enhancement cavity, a half-wave plate is used to align the light
polarisation with the input viewport placed at the Brewster angle.

The light reflected from the cavity retraces the incoming path, and part of it is redi-
rected by the NPBS onto an avalanche photodiode. This signal is used to generate the
PDH error signal, which stabilises the cavity resonance to the laser frequency by adjust-
ing the cavity length with mirror-mounted PZTs. This locking scheme enables me to
vary the input laser frequency while maintaining resonance, thereby sustaining a high
circulating optical power inside the cavity. On the opposite side of the cavity, a photo-
diode monitors the transmitted power, which serves as an indicator of resonance and
mode-matching quality.

6.2.3 Detection and Uncertainty Budget
Detection Methods

In order to detect the 13S; — 23S, transition in Ps, I have considered several comple-
mentary approaches. At the present stage, it is not clear which of them will provide the
most robust signal, and therefore, I describe them on an equal footing. Each method
has its own strengths and drawbacks.

The first method is based on monitoring the optical power transmitted through the
power-enhancement cavity. Under normal operating conditions, the transmitted signal
simply reflects the balance between the input coupling and the intrinsic cavity losses.
However, if Ps atoms interact resonantly with the intracavity field, they introduce an
additional loss channel. As a result, the transmitted power should decrease whenever
the probe laser is tuned to the resonance. I find this approach particularly attractive
because it is technically straightforward and does not require extra hardware beyond
the photodiode that is already installed for mode-matching diagnostics. At the same
time, I have to acknowledge that the achievable contrast is strongly dependent on the
Ps density and on how well the cavity mode overlaps with the spatial distribution of the
atoms. These parameters cannot be guaranteed a priori, which means the strength of
the signal remains uncertain.

Another possibility is to detect positrons that are released through photoionisa-
tion [230]. After resonant excitation of Ps, an additional ionisation laser can remove
the bound electron, producing free positrons that are guided to a microchannel plate or
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a similar charged-particle detector. The detected counts are then directly proportional
to the number of atoms that were excited. I view this approach as highly selective and
essentially background-free, since only atoms that have genuinely interacted with the
probe contribute to the signal.

A turther option is to employ single-shot positron annihilation lifetime spectros-
copy (SSPALS) [231]. By detecting the annihilation v-rays, SSPALS provides a well-
-established measure of the Ps population and has already been used to resolve sub-
Doppler features of the 138, — 23Pj transitions. In that case, the contrast in the anni-
hilation spectrum is particularly strong, since the 23Pj states exhibit annihilation life-
times that are several orders of magnitude longer than that of ground-state 13S; Ds.
For the 13S; — 23S, transition, however, the situation is different: the 23S; state has
an annihilation lifetime of 1136 ns, only about one order of magnitude longer than the
142 ns lifetime of 13S. Asa consequence, the modification to the SSPALS trace is rela-
tively small, which reduces the signal contrast and renders this technique less suitable as
a primary detection method for high-precision spectroscopy. Nevertheless, it remains
a valuable diagnostic tool and an independent cross-check of the alternative schemes
outlined above.

Digital Frequency Lock

For high-precision spectroscopy, scanning the probe laser across the resonance and
fitting the resulting profile is not an optimal strategy. Such an approach is sensitive
to statistical noise and systematic offsets arising from asymmetric lineshapes or slow
experimental drifts. Instead, I plan to employ a digital lock method, which provides a
direct discriminator signal that can be averaged over long timescales, thereby improving
the precision of the frequency determination.

The concept of digital locking has been successfully implemented in earlier preci-
sion spectroscopy studies. Notably, Morzyniski ez /. demonstrated a digitally locked
CW laser for absolute frequency measurements of the Rb 5§ — 7S two-photon tran-
sition, attaining sub-kHz frequency uncertainties using an OFC as a reference [232].
Similarly, Witkowski ez a/. used a digital lock to determine the absolute frequency of
the 'Sy — 3Py transition in several Hg isotopes [[10].

The principle of operation is based on a two-point sampling scheme. In each exper-
imental cycle, a fresh cloud of Ps is prepared. In the first shot, the probe laser frequency
is detuned to the low-frequency side of the transition (left wing), and the corresponding
signal is recorded. In the following shot, the frequency is shifted by an equal amount
to the high-frequency side (right wing), and the signal is measured again. The difter-
ence between these two signals forms the error signal of the lock. If the laser is tuned
exactly to the resonance, the signals from the two wings are equal and the error signal
vanishes. A non-zero error signal indicates an offset from the line centre and provides
both the sign and magnitude of the required correction. After the correction is applied,
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the laser frequency is set to the centre, where the frequency is logged. The sequence is
then repeated, enabling the laser frequency to be continuously tracked with shot-to-
shot updates.

In the AEGIS experiment, the rate at which new Ps bunches can be produced is lim-
ited by the positron accumulation and bunching sequence, resulting in a typical repeti-
tion rate of about 6.5 Hz. This imposes a natural limit on the update rate of the digital
lock: each error signal is available only once every ~ 150 ms. Consequently, the probe
laser must remain sufficiently frequency-stable to wait at the chosen detuning until the
next Ps bunch is ready. In practice, this requirement is readily met by referencing the
laser to an OFC, which ensures sub-kilohertz stability over such timescales.

The choice of frequency jump A f between the line centre and the sampled wings
is critical. For a Lorentzian profile, the maximum sensitivity is obtained when the fre-
quency offset corresponds to half of the linewidth. In the case of the 13S; — 23S tran-
sition, the natural linewidth is about 1.2 MHz, as determined from the lifetimes of the
involved states. However, strong driving fields in the power-enhancement cavity, to-
gether with the short transit time of Ps across the laser mode, are expected to broaden
the effective linewidth to the level of several tens of megahertz.

An important advantage of this scheme is that it is independent of the chosen de-
tection method. Any of the observables discussed above: transmission through the cav-
ity, photo-positron detection, or SSPALS, can provide the discriminator signal. This
flexibility is especially valuable in the commissioning stage, when different detection
channels can be compared and cross-validated.

The technical implementation of the digital lock typically relies on a DDS driving
an AOM, with the frequency jumps controlled by a microcontroller. I have previously
developed such a system and demonstrated its performance in background-free spec-
troscopy of Hg [75]. In the context of the Ps experiment, the same concept can be
adopted, but integration with the existing ARTIQ/Sinara framework used at CERN
is also feasible.

A schematic of the digital lock principle is shown in Figure @ The figure illus-
trates the frequency switching between the two wings of the resonance by +A f around
faom. The error signal € is generated from the difference of the corresponding observ-
able signals

feorr = € - gain = (51 — $2) - gain (6.2.3)

and the feedback loop keeps the probe laser referenced to the centre of the transition by
applying corrections feop.
Uncertainty Budget

To assess the ultimate precision of the 138, — 23S, spectroscopy in Ps, it is neces-
sary to consider both systematic and statistical sources of uncertainty. On the system-
atic side, the most important limitation arises from the residual Doppler eftect. While
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Figure 6.4: Schematic principle of the digital frequency lock. The probe laser frequency
is alternately shifted by =A f around the central frequency faom to probe the two
wings of the resonance. The corresponding signals s, and s, are recorded, and their
difference defines the error signal ¢ = s; — s5. This error signal provides both the
sign and magnitude of the correction applied to the laser frequency, thereby keeping it
stabilised to the line centre.

the two-photon geometry suppresses the first-order Doppler contribution, the second-
order Doppler shift, which results from relativistic time dilation, remains. Thanks to
the successful laser cooling of Ps [52], the mean atomic velocity can be substantially
reduced, which directly suppresses this contribution.

A further important systematic contribution is the AC Stark shift induced by the
intense probe field circulating inside the enhancement cavity. This effect can be charac-
terised experimentally by performing the spectroscopy at different intra-cavity powers
and extrapolating to zero intensity. In contrast, the influence of external fields is ex-
pected to be negligible. Owing to the use of /i-metal shielding, the residual stray electric
and magnetic fields are strongly suppressed, as described in Section Ell, measurements
in the Ps production region confirm that the magnetic field remains below 1 mT. Fi-
nally, collisional effects are expected to be minimal, since the Ps cloud produced in the
experiment is extremely dilute.

The statistical uncertainty is determined primarily by the signal-to-noise ratio of the
chosen detection method and the performance of the digital lock. In practice, the servo
error of the lock is expected to remain well below the natural linewidth of the transition,
while the OFC provides a reference with sub-kilohertz stability over the timescales of
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the experiment.

Taken together, these considerations indicate that the overall uncertainty of the
measurement will remain below the 100 kHz level, with the second-order Doppler and
AC Stark effects setting the dominant limits. This level of precision is sufficient not
only for resolving the 13S; — 23S, transition in Ps, but also for establishing a state-of-
the-art absolute frequency value.
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Chapter 7

Conclusions

atomic physics. The first part focused on neutral Hg atoms, where I developed and

characterised an ultra-stable laser system operating at 265.6 nm for high-resolution
spectroscopy of the 'Sy — ®Py transition. The second part concerned my work at
CERN, where, together with the AEGIS collaboration, we achieved the first laser cool-
ing of Ps, paving the way for precision spectroscopy of the 13S; — 23S, transition. Both
efforts shared the goal of pushing measurement capabilities to new limits and probing
fundamental physics in novel ways.

A core achievement of my work was the design and construction of an ultra-stable
FP cavity at 1062.55 nm. The cavity, made from ULE material and operated at its zero-
crossing temperature, was installed in a thermally stabilised UHV system with vibra-
tion isolation. I engineered multi-layer thermal shielding and temperature control at

In this thesis, I have explored two distinct yet complementary frontiers of precision

the millikelvin level. Frequency stability was diagnosed by beating the cavity-stabilised
1062.55 nm laser with two independent reference lasers, namely a 1542 nm cavity laser
at KL FAMO and an optical reference from PTB, and analysing the results with the
three-cornered-hat and Groslambert covariance methods. I measured a fractional fre-
quency instability of 7.2 x 10716 at 1 s, which surpassed our secondary laboratory’s
earlier 1542 nm cavity laser (2.3 x 107'°) and approached the best reported optical
references worldwide. This ultra-stable cavity was a prerequisite for hertz-level interro-
gation of the 'Sy — 3Py transition.

Building on this optical reference, I developed the 265.6 nm laser system to probe
the 'Sy — 3Py transition. The fundamental 1062.55 nm source was referenced to the
cavity, amplified in a fibre amplifier, and frequency quadrupled using successive SHG
stages. This produced several milliwatts at 265.6 nm, sufficient for the interrogation.
To preserve phase coherence, I implemented active FNC on the optical fibre links. The
FNC suppressed fibre-induced noise below 1071% at 15, ensuring the cavity stability was
tully transferred to the UV system. I also prepared a tutorial-style description of differ-
ent FNC schemes, intended as a practical guide for future researchers. The 1062.55 nm
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system was referenced to the OFC, enabling absolute frequency comparison against the
SIsecond. Unfortunately, the final spectroscopy of the 'Sy — P line could not be com-
pleted during the time frame of my PhD due to hardware failures of the seed laser, the
fibre amplifier, and the SHG waveguide. The latter remains being serviced at the time
of completing the thesis. Nevertheless, diagnostics confirmed that the system is capable
of resolving the transition once all components are restored.

To enable continuous clock cycle operation in the future, I developed custom re-
pumping lasers for the metastable 3Py and 3Py states. I constructed ECDLs at 404.7 nm
and 1092.2 nm, with the latter frequency-doubled to 546.1 nm. These lasers were sta-
bilised using digital feedback to a wavelength meter. Both systems delivered sufficient
power at the fibre output to exceed the saturation intensities of the respective transi-
tions. This ensured robust repumping from metastable states and reliable preparation
of ground-state atoms.

Finally, I designed and partially prepared a new UHV chamber optimised for 1S, —
3Py transition spectroscopy and for an optical lattice operating at the magic wavelength
of 362.5 nm. I developed a lattice enhancement cavity with in-vacuum mirrors to a-
chieve the high intensities required for tight confinement while cancelling differential
Stark shifts. The new chamber included enlarged optical access ports for the lattice
beams and water-cooled quadrupole coils for the operation of stable MOT. I also pre-
pared UV-grade high-reflectivity cavity mirrors and mechanical mounts for robust long-
term alignment. This upgrade provides the necessary infrastructure for operating a Hg
optical lattice clock in the future.

Looking ahead, the Hg apparatus offers exciting opportunities for both precision
metrology and searches for new physics. One of the primary future directions is to per-
form high-accuracy spectroscopy of both the 'Sy — ®Pj transition and the 'Sy — P,
intercombination line across multiple Hg isotopes. By measuring isotope shifts in two
independent transitions, one can construct King plots to test for nonlinearity, a signa-
ture that could indicate physics beyond the Standard Model. If the Hg isotope shift
measurements reveal a nonlinearity in the King plot, it would open a window to new
physics. If they confirm linearity with improved accuracy, that too would refine our un-
derstanding of atomic structure and provide stringent constraints on beyond-Standard-
Model effects. In either case, the ultra-stable laser I developed will be the enabling tool
for these future high-precision measurements. Beyond fundamental physics tests, a
tully realised Hg optical clock could contribute to the broader field of precision time-
keeping, complementing existing optical clocks and aiding in tests of general relativity
or the temporal variation of fundamental constants.

My research at CERN focused on Ps within the AEgIS experiment. I proposed a
dedicated setup for high-precision Ps spectroscopy that explicitly built on the expertise
I gained during the Hg project. This proposal drew directly on my experience develop-
ing the Hg MOT and clock laser systems. Critical techniques such as transferring OFC
stability to a laser and frequency up-conversion were repurposed in the Ps spectrome-
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ter design. The central idea was to perform Doppler-free two-photon spectroscopy of
the 13S; — 23S, transition in Ps using a CW 486 nm laser. Achieving this weak two-
photon excitation with high resolution requires intense, ultra-stable light, a challenge
addressed by transplanting the laser engineering solutions from the neutral Hg clock to
this antimatter system.

A key element of the proposed setup was a power-enhancement optical cavity for
the 486 nm spectroscopy, directly inspired by the build-up cavity designed for the Hg
optical lattice clock. In the Hg experiment, a power-enhancement cavity was employed
to boost intra-cavity power at 362.5 nm, and my Ps design followed this principle. The
cavity was integrated inside the UHV chamber to avoid losses from viewports and used
a short 50 mm spacing with custom high-reflectivity mirrors. By adopting the lattice
cavity design from Hg, the Ps resonator could reliably deliver intra-cavity intensities
on the order of 1 kW, sufficient to drive the 13S; — 23S; transition. Significantly, I
optimised the mirror transmissions to achieve a cavity response time of about 1000 ns.
This timing allowed precise synchronisation with the short-lived Ps atoms, ensuring the
excitation pulse coincided with both Ps formation and the laser cooling sequence.

Another direct carryover from the Hg project was using an OFC to stabilise and
reference the spectroscopy laser. In the Hg system, the clock laser was referenced to
an OFC to ensure absolute traceability, and the same strategy was proposed here. The
972 nm fundamental seed laser, frequency-doubled to 486 nm, was phase-locked to
an OFC mode, ensuring the 486 nm output inherited sub-100 kHz stability and was
traceable to the SI second. I used heterodyne beat detection between the 972 nm light
and the OFC output to generate an error signal, as I had implemented for the Hg clock
laser. This ensured that the Ps two-photon transition frequency could be measured
accurately and directly compared to other frequency standards.

The design of the 486 nm light source itself was also based on my prior work with
Hg. Rather than relying on a commercial system, I proposed a custom-built ECDL,
following the blueprint of the repumping lasers I had developed for Hg at 1092.2 nm
and 404.7 nm. The ECDL design, combined with amplification and frequency dou-
bling from 972 nm, provided single-frequency light with sufficient power to drive the
two-photon transition. This approach was technically sound and cost-effective, signif-
icantly reducing the system cost compared to a commercial SHG system.

In conclusion, my work in this thesis has advanced the two key areas of precision
spectroscopy. On one hand, I delivered a novel ultra-stable laser system for Hg, moving
closer to a working optical lattice clock in the deep-UV, an advance with direct implica-
tions for time metrology and searches for new physics. On the other hand, I contributed
to alandmark achievement in antimatter physics, namely the laser cooling of Ps, which
unlocked a pathway toward ultra-precise Ps spectroscopy and unique tests of funda-
mental laws. A unifying theme is the pursuit of ever greater control over atomic sys-
tems, whether to measure time more accurately or to probe nature’s symmetries more
deeply. There are, of course, remaining challenges and limitations. The Hg clock tran-
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sition must still be measured, and the proposed Ps spectroscopy setup awaits imple-
mentation. These tasks constitute the natural continuation of my research. The results
and experience I have gained during this PhD provide a strong foundation to tackle
these challenges. The impact of this work is thus twofold: immediate technical accom-
plishments and lasting methods and ideas for future exploration. Moving forward, the
systems and concepts I have developed will enable sensitive tests for new physics and
deeper insights into the behaviour of matter-antimatter systems. From a broader per-
spective, my doctoral research highlights how progress in precision metrology can drive
fundamental physics discovery and vice versa. In closing, my contributions not only
solved specific technical problems but also pushed the boundaries of what can be mea-
sured and understood, laying the groundwork upon which future scientists will build
to expand the frontiers of knowledge further.
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A: Derivation of Light Transmission
and Reflection in Fabry—Pérot
Interferometers

This appendix presents the derivation of the electric field amplitudes and the cor-
responding transmitted and reflected intensities of a plane-parallel FP interferometer,
based on geometric series summation and interference analysis.

A plane wave enters a FP cavity formed by two parallel, planar mirrors spaced by
the distance d. Each mirror is described by complex reflection and transmission coeffi-
cients, denoted 71, 73 and ¢4, 2, respectively. These coefficients are complex to account
for phase shifts ,, and d;,introduced during reflection and transmission. In theory,
when light reflects oft a surface with a higher refractive index, it experiences a phase
shift of 180°. However, the exact phase change can vary depending on specific material
properties and geometry [128, 233]. The coefficients are expressed as

ro = |rale®2, 1y = [ti]e?, by = [to|e’, (.0.1)

where |r;| and |t;| are the absolute reflection and transmission coefficients. Moreover,
the mirrors may cause some loss of intensity, represented by L1 and Ly, where each L;
quantifies the fraction of intensity lost upon interaction with the i-th mirror. Defining

Ry =|ri]*, Ry=|rl?, Ti=|t|’, Ty=|t]? (.0.2)
the following relations hold
Ri+T1=1—-L;, Ry+T,=1-— L. (.0.3)
For convenience in subsequent calculations, let’s introduce the quantity
R = |rirsl, (.0.4)

which will streamline later expressions.
A plane wave with electric field amplitude Fj is incident upon the first mirror. A
fraction r; Ey of the incoming wave is reflected, while ¢, Fj is transmitted through the
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mirror. Upon reaching the second mirror, the transmitted component ¢yt Fy passes
through, and ot E is reflected back towards the first mirror. Within the cavity, the
reflected wave interacts again with the first mirror, leading to a transmitted component
rot2 Fy and a reflected component 7179t Fy. This sequence of reflections and trans-
missions continues indefinitely. A schematic illustration of this propagation process is
presented in Figure EI

Figure 1: Simplified scheme of the light propagation within a plane-parallel FP inter-
ferometer. The mirrors My, My are characterised by the transmission 7}, reflection R;
and losses L;, and are spaced by the distance d. The incoming Ej and reflected electric
field are depicted in red, the circulating electric field in green, and the transmitted elec-
tric field in blue. The beams are depicted at a small angle for better visibility. However,
within the text, the parallel beams are considered.

The focus here is on determining the light intensity reflected and transmitted by the
cavity. Due to the effects of interference, evaluating the phase difference between suc-
cessive reflected and transmitted waves is necessary. Assuming that the cavity is placed
in a UHV and there is no medium inside the cavity, the space-dependent phase term
fora propagating wave is expressed as

2
Eyexp(ikx) = Eyexp (@%x) , (.0.5)

where £ is the wave vector, and A denotes the wavelength of the incident wave in vac-
uum.

The optical path difference determines the phase shift associated with beam prop-
agation through space. Assuming the beam is incident on the mirror normally, after a
tull round-trip, it accumulates the phase shift

drd

A¢ = 2kd =
¢ A

(.0.6)
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The transmitted electric field E'p can be expressed as a geometric series of the trans-
mitted components

Er = Eotltg + E0t1t27«17~2eiA¢> + E0t1t2<7”17’2>26i2A¢ +..

= . Eotit VT Toet O t0ts) 0.7
— Eotltg Z(Tlrzequb)n = # = 0 12¢ . 7 > ( )
— 1 — ryryeidd 1 — ReiA¢

where A¢’ = A¢ + §,, + 6,,. Similarly, the reflected electric field E' is given by
ER = Eg'f’l + Eot%l”geiAd) + Eot%l”lT'geQAqs 4+ ...

(0.9}
= Eory + Egt’reet™? Z(T1r26m¢)” =

n=0
t27’26m¢ tzrgeiA¢
=Fy(m+—"—— | =Ey(rm+—""—).
0 ( ! 1— 7’1T2€ZA¢ 0 ! 1-— RelA(ﬁ

In experiments, the observable is not the electric field but the light intensity I =
%Echg [234, 233]. The transmitted intensity is

(.0.8)

I\,
[Erl Y(1 — Reid?)(1 — Re—i8¢')
T1T2 T1T2

:_[ :] AN
°1+ R? — 2Rcos A¢/ 0(1 — R)2 + 4Rsin? (&)
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2

Ir
(.0.9)

The coefficient of finesse F' is often introduced [[127]

4R

which allows the transmitted intensity to be written as [[124]

TVT5 1

I-R)P1+ Fein® (52)

(.0.11)

IT:IO(
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The reflected light intensity I, is given by

t 7,261A¢> i (t*)Q * 71,A¢>
]R_]O(T1+—1_R1A¢’) (T1+—1—Re Ny =

t* 2T*6—1A¢> t2’l“ ez’Ad) AP
<|T1|2+T‘( ) 2 * 172

t2rq9e
1 — RetA?’

2
_ t) ) _
iAG IAEEE
2R 1 r2€ 1] T2 _
(Rl + (T 2A¢’) * 1 —2Rcos(A¢') + R?
(e 2R ( 7”17”2 zAzb _ Rel(AQS*Azi)/))) N |t1|4|7“2|2 B
-0 1 —2Rcos(A¢') + R? 1 —2Rcos(A¢) +R2 |

1 (R - 2631719 (cos(AP) — Rcos(Ad — Ag')) + |t1]H|ra|?
o\ 1 —2Rcos(A¢') + R? ’

Re—ia# " 11— Reidd

(.0.12)

what can be written as [[126]

Ri+(1— L) (R2 — 2R + 4Rsin? %)) T (R 4+ TuR)
(1 — R)? + 4R sin* A¢’) ‘

(.0.13)
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B: Derivation of Transmission and
Reflection for Realistic Mirror Model

This appendix presents the derivation of the transmitted and reflected light inten-
sities in a FP interferometer constructed using realistic multi-layer dielectric mirrors.
These mirrors introduce distinct loss mechanisms for reflected and transmitted com-
ponents, necessitating modifications to the idealised model presented previously.

The realistic model, illustrated in Figure @, assumes that the reflective surface con-

Figure 2: Model of a realistic mirror used in FP interferometer construction. The trans-
mitted and reflected beams are modified by loss factors, as the manufacturer typically
defines the relation R’ + 7" = 1. The loss factors are applied differently to transmitted
and reflected components due to the complexity of multi-layer dielectric coatings.

sists of a dielectric coating deposited on an optical substrate, such as glass. The coating
comprises multiple layers with varying refractive indices. By appropriately selecting
the refractive indices and thicknesses of these layers, constructive or destructive inter-
ference can be engineered to achieve the desired transmission 77 or reflectivity R} [234].
Consequently, it is not possible to define a distinct surface at which reflection occurs.
The structure of the coating is determined by the manufacturer based on the desired
reflectance, typically using numerical optimisation tools. However, such calculations
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often neglect absorption and other losses within the coating. As a result, the relation
R, +T =1 (.0.14)

holds. To account for the losses introduced by the dielectric coating and the substrate,
the electric field must be multiplied by the scaling factors. Due to the absence of a
single reflective interface and the complex multilayer structure, the losses associated
with reflection and transmission differ. The electric field is multiplied by /1 — L
and /1 — L factors, while reflected by the dielectric coating and while transmitted
through the substrate and dielectric coating. In this model, reflections at the glass—
vacuum interface on the rear side of the substrate are assumed negligible. If such reflec-
tions were significant, the substrate would itself behave as an interferometer, etalon,
complicating the interference pattern [237]. Minimisation of these reflections can be
obtained either by using the wedged substrate or by applying an additional anti-reflection
coating at the rear side [136].

It is assumed that the phase shifts d;. , 0;. introduced by the mirrors are negligible,

and
r=vVRi, rh=\ER, =T, t,=\T; (0.15)

The electric field transmitted by the FP constructed with such mirrors can be ex-
pressed as

Ep = Eo/(1 — LY)(1 — Ly)tit}
+ Eo/ (1= Ly)(1 = Lo) /(1 = LY)(1 — Lyt tyrirhe™?
+ Bl = L)1 = L)V (U= I (1 = Lty (rir) e +

o0

— B/ = I - IRty (rirg/ (U= LA = Lé)em)” (.0.16)
n=0
Ey titt — L)1 - Lj
=— 2\/ 1 - L2) (.0.17)
1-— r1r2\/ )(1 — Lt )61A¢>
To simplify notation, the following definitions are introduced:
T, = (1 - LT}, (.0.18)
R; = (1— L})R,, (.0.19)

R =1\/RiR,. (.0.20)

Using these quantities, the transmitted electric field becomes

Er = Ep——2"2 (.0.21)



and the corresponding transmitted intensity is

Ip = I, QE (.0.22)
(1 — R)? + 4Rsin? ( ¢)
This expression can be further written in the standard form:
T 1
Ip=T—=2 . . (.0.23)
(1-R)?2 1+ Fsin®(52)
where the generalised coefficient of finesse is defined as
. AR
po_ A (0.24)
(1-R)?
and for high values of R, the finesse may be approximated by
F VR (.0.25)

1-R

The reflected intensity in this more complete model takes the form

Ry + (B +Th) (32 20+ dfsin? (32)) + Ty (B2 + ToRy )
. (1 — R)? + 4Rsin? (%) .

(:0.26)
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C: Derivation of Intra-Cavity
Intensity and Impedance Matching

This appendix provides the full derivation of the intra-cavity electric field distribu-
tion in a FP interferometer constructed using realistic multi-layer dielectric mirrors. It
also includes the analytic optimisation of mirror transmission to maximise the intra-
cavity intensity under the impedance matching condition.

The electromagnetic field within the FP interferometer comprises two components:
a forward-propagating wave, denoted as ., and a backwards-propagating wave, re-
ferred to as iy, cir.. Both components within the FP interferometer can be derived anal-
ogously to the expressions for the transmitted and reflected fields.

The forward-propagating field is given by

Eawe = Egti\/1 — L} + Egtiriry/1 — L{\/1 — Li\/1 — Lye™>?
+ Eoty (rirh)* /1 — LI (1 — L))(1 — Ly)e*™ 0 + ...

= Eot,\/1— L Z (r17~2 T/ Lgem)n (.0.27)
=1
OV Reito

The backwards-propagating field results from the reflection at the second mirror

and is given by
B re = Eotirh/1 — Li+/1 — L}, e%iAqb
+ Eot)ririEa/1 — L\/1 — L)edis
+ Bty /T— LI(1 — L’)(l _[L)¥2e586

= Eygthrh/1 — Li\/1 — L’eﬁ’AqbZ(Tr;\/l L1 — ’IM’)

= Eyy/ T \/ %M) Re’A¢

152

(.0.28)



Theinterference between the forward propagating E;,. and backwards-propagating
electric field Ej, i results in space-dependent intensity modulation

[ins(x) = % Ecirceiz%x + Eb_circefiQTﬂﬁ
0.29)
4 (
= % |:’Ecirc|2 + ’Ewb-circ‘2 -+ Q‘Ecirch.circ‘ Cos (;x>:| .

The light intensity at the maxima of light intensity (anti-node) is

. EonC
]’antl-node = % (|E1circ‘2 + ’Eb-circ‘2 + 2‘ElcircEjb-circD

7 1 ) - (.0.30)
= I = = 1+ Ry+1\/Ra ).
"(1—R)21+ Fsin® (&2) ( ’ 2>

The light intensity at the anti-node when the FP interferometer is pumped with the
light of frequency matching the cavity resonance

. T s /5
[enode — [0@ (1 + Ry + Rz) . (.0.31)

Assuming identical mirrors and low transmission losses, T" = 1", the optimal mir-
ror transmission can be derived through differentiation to maximise the light intensity
at the anti-node. The maximisation of the leading part

. T T’
Jrnimede o  ~ 5 (.0.32)
(1-R?2 (I'+(1-1LHT)

results in
L/
ro_
TOpt —_— ﬁ. (.0.33)
Typically, the losses are very low. Hence, for the FP interferometer with identical mir-
rors, the maximum intra-cavity power can be achieved when the transmission of the

mirror is equal to the total losses during reflection

T, ~ L. (.0.34)
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