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ABSTRACT 

 
Various decisions relating to critical areas, such as medicine, finance, security, and defence, 

are being passed on to Artificial Intelligence (AI) algorithms with increasing regularity. 

Therefore, it is of immense importance to understand why an artificial intelligence model 

makes a particular decision or performs a specific action. This so-called explainability 

means that developers, users, and society remain able to comprehend -- as well as trust – 

certain judgements or results of activities; this, in turn, will allow for better decisions in 

cooperation between man and machine, or among autonomous machines. The research in-

vestigating these aspects is known as Explainable Artificial Intelligence – (short XAI1). 

Strategy, corporate planning, and decision-making are core managerial functions. IT sys-

tems and approaches like Business Analytics, Predictive and Prescriptive Analytics have 

increasingly supported these tasks in the past twenty years. Artificial Intelligence is the next 

step in developing such systems to support managerial capacities. 

However, if AI activities cannot be explained with respect to human communication, un-

derstandability, and readability, their users (especially the managerial and supervisory bod-

ies) will not trust them (Chiusi et al., 2020; Been Kim et al.,  2016; Bejger & Elster, 2019; 

Bejger & Elster, 2021; Christoph Molnar et al., 2019; Gilpin et al., 2019; de Graaf & Malle, 

2017; Gunning, 2016; High-Level Expert Group on Artificial Intelligence, 2019; Lipton, 

2017;Marco Tulio Ribeiro et al. 2016; Miller, 2018; Sameer Singh et al., 2019; Wachter et 

al., 2017; etc.) . AI's decisions and actions must be kept transparent, interpretable, and ex-

plainable to be considered trustworthy and reliable. The AI models (AI models, AI agents, 

and AI systems are terms used synonymously in this work) must also be held accountable 

for the decisions and actions they undertake (Doshi-Velez et al., 2017; Doshi-Velez & Kim, 

2017, Wachter et al., 2017), as a lack of trust may lock substantial untapped potential for 

the increased growth of this new and promising technology, particularly in the field of inte-

grated Corporate Planning and its objectives. 

                                                      

1 Following Chari et al. (2020), the short term XAI was first coined by DARPA and therefore focus on a 

specific project. - Explainable AI is much broader, but this thesis is using both the term explainable AI and 

the abbreviations XAI or xAI. 

https://onlinelibrary.wiley.com/doi/full/10.1002/hbm.24886?af=R#hbm24886-bib-0019
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The process industry (in short PI) plays a significant role in worldwide business, mainly in 

the pharmaceutical industry; it plays a leading role in protecting against (or even prevention 

of) deadly pandemics, for instance, as well as in the fight against cancer. Therefore, the PIs 

are central to transforming raw materials by way of applying suitable systems or methods 

into finished products. PIs can be classified with regards to their feedstock type or products 

used, for example, petroleum refining, mineral processing, chemical processing, fertilizers, 

food, and pharmaceuticals (Brennan, 2020). This work focused primarily on the chemical 

and pharmaceutical (in short, pharmacy) industry. 

 

Corporate planning is the core process in the management cycle and deals with the predic-

tion and achievement of future desired states that deviate from the current state. The im-

portance of this process is particularly relevant for companies that produce with high fixed 

costs and thus must guarantee capacity utilisation in the future, as their production capacity 

cannot be flexibly adjusted. This is even more true for companies in the process industry 

due to their networking in highly complex supply chains up- and downstream (Elster, 2009). 

Therefore, optimised planning and decision-making, which uses, for example, modern tools 

such as artificial intelligence for strategic and tactical planning, is of immense importance 

for these companies. This pertains to chemicals and pharmacy, specifically scenario plan-

ning, integrated business planning, and decision-making. 

The use of AI, especially subsymbolic black-box models, presents the above challenges.  

Hypothesis: 

By developing a reference architecture for an explainable AI system that could com-

bine both subsymbolic and symbolic approaches, confidence in AI models and, thus, 

decision-making in corporate planning can be improved. 

The primary goal of this dissertation is to establish and create a reference system architecture 

that promotes explainable artificial intelligence, with the aim of improving decision-making 

capabilities to facilitate better business planning within the process industry. The research 

has resulted in a reference system architecture for trustworthy AI in corporate planning, 

which is the main contribution of this work. To the author's knowledge, there are no previous 

or other comparable works in this domain. 
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This work examines a crucial research question: How can an explainable artificial intelli-

gence system, or agent, be created and integrated into the planning framework of the pro-

cess industry to increase trust in decision-making AI systems by improving their transpar-

ency and decision quality? 

 

The research method is based on Design Science (Hevner et al., 2004; Wieringa, 2014). The 

reference architecture is supported by relevance and scientific rigour.  

Hevner et al. (2004) define seven guidelines for understanding, executing and evaluating 

design-science research. The current research produced the reference system architecture 

for trustworthy AI in corporate planning in the process industry (Galster, 2011; Nakagawa, 

2014). The issue addressed in this research holds significant importance for both theoretical 

and practical applications, with recent studies supporting its relevance. (Chiusi et al., 2020; 

Bejger & Elster, 2019; Bejger & Elster, 2020; Molnar, 2019; Singh et al., 2019; Tulio Ri-

beiro et al., 2016; Been Kim, et al, 2016; Gunning, 2016; High-Level Expert Group on Ar-

tificial Intelligence, 2019; Wachter et al., 2017; Chakraborti et al. 2020; Willms & Branden-

burg, 2019; etc.) The evaluation of the design was conducted in two stages. Firstly, the de-

sign process was assessed based on the design principles outlined by Hevner et al. (2004). 

Secondly, a survey was conducted with experts in the fields of architecture and corporate 

planning to evaluate the design further. The survey questions were based on criteria derived 

from best practices in research and studies. (Bass et al., 2021; Vasconcelos et al., 2005). 

They were introduced using the method described by Saunders et al. (2023) and Sekaran 

and Bougie (2019). After conducting a survey, statistical methods were used to analyse the 

results. The group of experts provided additional concerns, requirements, and constraints 

identified as gaps in the thesis. These gaps will be considered during the next iteration of 

the design cycle. The survey results confirm the hypothesis that the developed reference 

architecture can serve as a viable solution to the stated problem. 

The design science approach mentioned above was used to design and build a reference 

architecture called “Re_fish” (s combination of “Rejewski” and “Babelfish”, as a tribute 

to Marian Rejewski -- the leading Polish scientist who broke the Enigma code, and the 

https://onlinelibrary.wiley.com/doi/full/10.1002/hbm.24886?af=R#hbm24886-bib-0019
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Babelfish – a fictional entity and universal decoder for any form of language in the uni-

verse2) that can be used in a (corporate) planning context within the process industry, by 

using a knowledge-based hybrid approach (Hitzler et al. 2021; Hitzler & Sarker, 2022; 

Hochreiter, 2022; Niu et al. 2022; Futia & Vetrò, 2020; Marcus, 2020; Marcus & Davis, 

2021; Sohrabi et al., 2018; Tiddi, et al., 2020). 

  

                                                      
2 “The Babelfish,“ said the Hitch Hiker’s Guide to the Galaxy quietly, “is small, yellow and leech-like, and 

probably the oddest thing in the Universe. It feeds on brainwave energy […]” (Adams, 2010, p. 60) 
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ABSTRACT 

 
Różne decyzje w krytycznych obszarach, takich jak medycyna, finanse, bezpieczeństwo i 

obrona narodowa, są coraz częściej przekazywane algorytmom sztucznej inteligencji (AI). 

Dlatego niezwykle ważne jest zrozumienie, dlaczego model sztucznej inteligencji 

podejmuje określoną decyzję lub wykonuje określone działanie. Tak zwana wyjaśnialność 

oznacza, że programiści, użytkownicy i społeczeństwo są w stanie zrozumieć i zaufać 

pewnym osądom lub wynikom działań, co z kolei umożliwia podejmowanie lepszych 

decyzji we współpracy człowiek-maszyna lub między autonomicznymi maszynami. 

Badania zajmujące się tymi aspektami nazywane są Explainable Artificial Intelligence (w 

skrócie XAI). 

 

Strategia, planowanie biznesowe i podejmowanie decyzji to podstawowe funkcje 

zarządzania. Systemy i podejścia IT, takie jak Business Analytics, Predictive i Prescriptive 

Analytics, w coraz większym stopniu wspierały te zadania w ciągu ostatnich dwudziestu lat. 

Sztuczna inteligencja jest kolejnym krokiem w rozwoju takich systemów wspierających 

możliwości zarządzania. Jeśli jednak działań AI nie można wyjaśnić w kategoriach ludzkiej 

komunikacji, zrozumiałości i czytelności, ich użytkownicy (zwłaszcza organy zarządzające) 

nie będą im ufać (Chiusi i in., 2020; Been Kim i in. 2016; Bejger & Elster, 2019; Bejger & 

Elster, 2021; Christoph Molnar i in, 2016; Bejger & Elster, 2019; Bejger & Elster, 2021; 

Christoph Molnar et al, 2019; Gilpin et al, 2019; de Graaf & Malle, 2017; Gunning, 2016; 

High-Level Expert Group on Artificial Intelligence, 2019; Lipton, 2017; Marco Tulio 

Ribeiro et al, 2016; Miller, 2018; Sameer Singh et al, 2019; Wachter et al, 2017; etc.). 

Decyzje i działania sztucznej inteligencji muszą być przejrzyste, możliwe do 

zinterpretowania i wyjaśnienia, tak aby można je było uznać za godne zaufania i 

wiarygodne. Modele AI (modele AI, agenci AI i systemy AI są używane w niniejszym 

dokumencie jako synonimy) muszą również ponosić odpowiedzialność za podejmowane 

przez siebie decyzje i działania (Doshi-Velez i in., 2017; Doshi-Velez & Kim, 2017, 

Wachter i in., 2017), ponieważ brak zaufania może zablokować ogromny i niewykorzystany 

potencjał wzrostu tej nowej i obiecującej technologii, zwłaszcza w dziedzinie biznesu, a 

zwłaszcza w planowaniu w przedsiębiorstwie. 
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Przemysł przetwórczy (w skrócie PI) odgrywa znaczącą rolę w globalnej gospodarce, 

zwłaszcza w przemyśle farmaceutycznym. Przemysł farmaceutyczny odgrywa wiodącą rolę 

np. w ochronie przed (lub nawet zapobieganiu) śmiertelnym pandemiom i np. w walce z 

rakiem. PI mają zatem kluczowe znaczenie dla przekształcania surowców w gotowe 

produkty poprzez zastosowanie odpowiednich systemów lub metod. PI można 

sklasyfikować zgodnie z charakterem wykorzystywanych surowców lub produktów, np. 

rafinacja ropy naftowej, przetwarzanie minerałów, przetwarzanie chemiczne, nawozy, 

żywność i farmaceutyki (Brennan, 2020). W niniejszej pracy skupiono się przede wszystkim 

na przemyśle chemicznym i farmaceutycznym (w skrócie farmaceutycznym). 

Planowanie w przedsiębiorstwie jest podstawowym procesem w cyklu zarządzania, którego 

zadaniem jest stawianie prognoz i osiąganie przyszłych stanów docelowych, które odbiegają 

od stanu rzeczywistego. Znaczenie tego procesu jest szczególnie istotne dla firm, które 

produkują z wysokimi kosztami stałymi, a tym samym muszą zagwarantować 

wykorzystanie mocy produkcyjnych w przyszłości, ponieważ ich zdolności produkcyjne nie 

mogą być elastycznie dostosowywane. Dotyczy to szczególnie firm z branży przetwórczej 

ze względu na ich wzajemne powiązania w wysoce złożonych łańcuchach dostaw wyższego 

i niższego szczebla (Elster, 2009). Zoptymalizowane planowanie i podejmowanie decyzji, 

z wykorzystaniem np. nowoczesnych narzędzi, takich jak sztuczna inteligencja do 

planowania strategicznego i taktycznego, ma zatem ogromne znaczenie dla tych firm. 

Dotyczy to sektora chemicznego i farmaceutycznego, w szczególności planowania 

scenariuszy, zintegrowanego planowania i podejmowania decyzji.  

Dzięki wykorzystaniu sztucznej inteligencji, a zwłaszcza podsymbolicznych modeli czarnej 

skrzynki, pojawiają się powyższe wyzwania. 

 

Hipoteza: 

Opracowując architekturę referencyjną dla wyjaśnialnego systemu sztucznej 

inteligencji, który może łączyć zarówno podejście subsymboliczne, jak i symboliczne, 

można zwiększyć zaufanie do modeli sztucznej inteligencji, a tym samym 

podejmowanie decyzji w planowaniu biznesowym. 

 

Głównym celem niniejszej rozprawy jest opracowanie architektury systemu referencyjnego, 

która promuje wyjaśnialną sztuczną inteligencję w celu poprawy zdolności decyzyjnych i 

umożliwienia lepszego planowania przedsiębiorstw w przemyśle przetwórczym. Wynikiem 
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badań jest architektura systemu referencyjnego dla godnej zaufania sztucznej inteligencji w 

planowaniu biznesowym, która stanowi główną część niniejszej rozprawy. Zgodnie z 

wiedzą autora, nie ma wcześniejszych lub porównywalnych prac w tej dziedzinie. 

 

W niniejszej rozprawie kluczowym pytaniem badawczym jest: W jaki sposób można 

stworzyć wytłumaczalny system sztucznej inteligencji lub agenta i zintegrować go z ramami 

planowania przemysłu procesowego, aby zwiększyć zaufanie do decyzyjnych systemów AI 

poprzez poprawę ich przejrzystości i jakości decyzji? 

 

Metoda badawcza opiera się na Design Science (Hevner i in., 2004; Wieringa, 2014). 

Architektura referencyjna jest wspierana przez relewancję i rygor naukowy. 

Hevner et al. (2004) definiują siedem wytycznych dotyczących rozumienia, prowadzenia i 

oceny badań z zakresu design science. W aktualnych badaniach opracowano architekturę 

systemu referencyjnego dla godnej zaufania sztucznej inteligencji w planowaniu 

biznesowym w przemyśle przetwórczym (Galster, 2011; Nakaga-wa, 2014). Temat 

poruszany w tych badaniach ma ogromne znaczenie zarówno dla zastosowań teoretycznych, 

jak i praktycznych, o czym świadczą ostatnie badania. (Chiusi i in., 2020; Bejger & Elster, 

2019; Bejger & Elster, 2020; Molnar, 2019; Singh i in., 2019; Tulio Ribeiro i in., 2016; 

Been Kim i in., 2016; Gunning, 2016; High-Level Expert Group on Artificial Intelligence, 

2019; Wachter i in., 2017; Chakraborti i in., 2020; Willms & Brandenburg, 2019; itp.) Ocena 

projektu została przeprowadzona w dwóch etapach. Po pierwsze, proces projektowania 

został oceniony w oparciu o zasady projektowania nakreślone przez Hevnera i in. (2004). 

Po drugie, przeprowadzono ankietę z ekspertami w dziedzinie architektury i planowania 

biznesowego w celu dalszej oceny projektu. Pytania ankietowe opierały się na kryteriach 

zaczerpniętych z najlepszych praktyk w badaniach i analizach. (Bass i in., 2021; 

Vasconcelos i in., 2005). Zostały one wprowadzone zgodnie z metodą opisaną przez 

Saunders i in. (2023) oraz Sekaran i Bougie (2019). Po przeprowadzeniu ankiety wyniki 

przeanalizowano przy użyciu metod statystycznych. Grupa ekspertów przedstawiła 

dodatkowe obawy, wymagania i ograniczenia, które zostały zidentyfikowane jako luki w tej 

pracy. Luki te zostaną uwzględnione w kolejnej iteracji cyklu projektowania. Wyniki 

ankiety potwierdzają hipotezę, że opracowana architektura referencyjna może zapewnić 

realne rozwiązanie określonego problemu. 
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Powyższe Design-Science zostało wykorzystane do zaprojektowania i stworzenia 

architektury referencyjnej o nazwie "Re_fish" (połączenie słów "Rejewski" i "Babelfish", 

jako hołd dla Mariana Rejewskiego - czołowego polskiego naukowca, który złamał kod 

Enigmy, i Babelfish - fikcyjnego podmiotu i uniwersalnego dekodera dla każdej formy 

języka we wszechświecie), który może być wykorzystywany w kontekście planowania 

(korporacyjnego) w przemyśle przetwórczym, przy użyciu hybrydowego podejścia 

opartego na wiedzy (Hitzler i in. 2021; Hitzler & Sarker, 2022; Hochreiter, 2022; Niu et al. 

2022; Futia & Vetrò, 2020; Marcus, 2020; Marcus & Davis, 2021; Sohrabi et al., 2018; 

Tiddi, et al., 2020). 
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"The following presentation is also intended to take into account the latest results and, by 

placing the emphasis not on the theories but on the facts, both to try to give a picture of 

what is currently known of Explainable AI, as well as to indicate the directions in which 

the current impetus of research seems to run" (following Julius Elster and Hans Frie-

drich Geitel (1897),Elster & Geitel (1897), Compilation of the results of new work-by the 

inventors of the photocell (1893)-underlined changes by the author) 

 

“When we were new, Rosa and I were mid-store, on the magazines table side, and could 

see through more than half of the window. So, we were able to watch the outside – the of-

fice workers hurrying by, the taxis, the runners, the tourists, Beggar Man and his dog, 

the lower part of the RPO Building.” (Ishiguro, Kazuo (2021). Klara and the Sun. Chap-

ter 1) 

 

 

1 Introduction 

Facts and circumstances that are valid today may undergo rapid change and become invalid 

virtually overnight; human decision-makers, who by virtue of their jobs steer the opera-

tions of a system (e.g., a company) in a target-oriented manner, are confronted with this 

potential uncertainty on a daily basis. Often, their training only allows for decision-making 

by going on a so-called “good gut feeling”. In the decision-making phase, there may be a 

need for information, or a need may arise to evaluate it in a target-oriented manner, or a 

training gap may appear while using available information in a target-oriented way. Plan-

ning is one of the primary tasks embedded in the management cycle. The starting point of 

planning is the existence of states in a system which are considered unsatisfactory in com-

parison to other states, or unacceptable (no longer acceptable) concerning external speci-

fications or requirements, according to an affected party (the decision-maker) (Macharzina 

& Wolf, 2023; Hammer, 2015; Kaplan & Norton, 2014; Klein & Scholl, 2011). In this 

dissertation, the reference architecture of an AI system for explainable AI3 within corporate 

planning context is examined and developed – such a system should help decision makers 

make broader and better use of AI within planning contexts. 

Since AI plays a significant role in this thesis in the context of improving decision-making 

in corporate planning in the process industry, AI is considered from both a macroeconomic 

and microeconomic perspective in chapter 1.1 and chapter 1.2. The results of these two 

preliminary chapters are referenced again and again in the following chapters, before the 

                                                      
3 Explainable AI, xAI or XAI are used synonymously 
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motivation and relevance (in the sense of design science research, see chapter 1.5) are 

considered in chapter 1.3. Chapter 1.4 describes the Research Goal and the Research Ques-

tion. Chapter 1.5 describes the research theory of the design science approach and the re-

search design of this thesis. Chapter 1.6 explains the structure of the thesis and the different 

ways of reading the thesis. 

1.1 The Macroeconomic Perspective of AI 

The importance of AI is growing in our personal and professional lives, having a signifi-

cant impact on our world. Various countries, such as China, the USA, and Europe, compete 

fiercely to establish themselves as leaders in AI technology (here and in the following 

Szczepanski, 2019). Finally, the significant investment programs and “AI strategies” im-

plemented by each country demonstrate their commitment to establishing a strong founda-

tion for their economies in regard to AI. 

According to OECD reports (OECD, 2017), the field of AI has seen significant growth in 

patent applications. The "AI patents worldwide, 2000- 2015" report highlights that Japan, 

Korea, and the USA account for two-thirds of AI patents, while Europe only contributes 

12%. Additionally, China and Taiwan have seen a significant increase in patent applica-

tions, which indicates substantial investments in AI in these countries. It is worth noting 

that, according to the World Intellectual Property Report (Abbott, 2019), the growth of 

patents related to AI in Japan, the USA, and Europe has decreased compared to the period 

from 2000 to 2005. However, the number of scientific articles on AI has increased. Inter-

estingly, machine learning applications had the highest number of patent applications dur-

ing the period covered by the report. Despite Europe's reputation for having a strong foun-

dation in AI, particularly in developing governance rules and standards, companies in Eu-

rope are behind the USA and China in terms of patent applications. 

The potential impact of AI on modern societies is significant and far-reaching. Nowadays, 

an increasing number of people are utilizing AI assistants in their daily lives, such as when 

using their iPhones (Siri was built by Apple on using parts from DARPA PAL project, s. 

chapter 5.2.3), or when writing texts, shopping online or finding prices, etc. AI must be 

seen from several perspectives. Looking at AI through an economic lens, it is considered 

a significant contributor to growth. However, when viewed from a social and cultural 

standpoint, it is met with scepticism and seen as a potential threat, despite its benefits that 
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enhance society. To better understand AI's current and future impact on the economy, sum-

maries of various studies conducted by four reputable consultancies have been reviewed. 

According to a report titled "Why Artificial Intelligence is the Future of Growth" by Ac-

centure (Purdy & Daugherty, 2016), the significance of capital investment and labour as a 

means of economic growth can no longer be relied upon. Instead, the focus should be on 

new transformative technologies. Accenture discusses the emergence of an AI era, empha-

sizing the ability of AI to surpass the limitations of capital and labour and tap into novel 

sources of value and expansion. Based on their analysis of twelve countries, the potential 

exists for these nations to increase their yearly economic growth rates twofold by 2035. 

Further, Accenture suggests that policymakers and business leaders should recognise AI 

as a transformative technology that offers diverse growth opportunities rather than solely 

improving productivity, as commonly assumed. 

Economists, including Robert Gordon (Gordon, 2016), predict a continued decline in 

growth rates. Gordon (2016) refers to his thesis of “secular stagnation” and that the produc-

tivity-enhancing potential of new technologies is overestimated. (A similar discussion al-

ready took place with earlier waves of innovation, for example Solow (1987) did not rec-

ognise any positive effect from the increased use of computers (Menzel & Winkler, 

2018).According to their analysis, this will be the new normal for the next 25 years since 

the factors of production, such as labour and capital, have plateaued, and there are no fore-

seeable innovations on the horizon that can replicate the likes of steam propulsion and 

telegraphy. This lack of investment paired with unfavourable demographic trends, such as 

growing educational inequality, will only add to stagnation or even decline. Also, the au-

thors argue that economists have overlooked the transformative potential of AI. While it is 

commonly recognized that AI can boost production, it is often overlooked that AI is a 

hybrid factor of production that combines capital and labour. The speed at which AI can 

perform work activities is unparalleled, surpassing human capabilities by a thousandfold. 

Interestingly enough, there are some ways to turn AI into capital, such as using it in robot-

ics or intelligent machines. Moreover, AI has enhanced its functionality over time by learn-

ing from work processes. As processes. As stated by Purdy and Daugherty (2016), there 

are three potential opportunities for growth via AI, mainly through intelligent automation. 

With the help of AI, intricate and strenuous physical tasks can now be replaced. Addition-

ally, virtual work can also be carried out through software agents, which are capable of 

replacing non-physical tasks such as matching outgoing invoices with payments, within 

the framework of robotic process automation. There is also a potential for advancement by 
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building upon existing work, as outlined in this dissertation, which could ultimately exceed 

human capabilities. Another opportunity for growth arises when innovations spread from 

one area to another, resulting in increased efficiency through the use of AI and leveraging 

synergies. This will lead to a significant increase in productivity, projected to reach up to 

40 percent by 2035. 

According to a study conducted by PricewaterhouseCoopers (Gillham, 2018) in 2018, the 

global GDP is projected to increase by approximately 14% by 2030. This translates to a 

staggering amount of around 16 trillion US dollars worldwide (Gillham et al., 2018). These 

remarkable gains are attributed to the widespread adoption of AI technologies and services, 

with the USA and China leading the charge. By offering these services, a significant and 

precise amount of data will be generated, leading to a positive cycle where AI products 

and services can utilize this data to improve their offerings. This will ultimately result in 

even better products and services being developed. Europe will experience some benefit 

from this economic upswing, although not to the same extent as the US and China. It is 

believed that the adoption of new technologies and services in China will take a longer 

time compared to the US, mainly due to its size and infrastructure. Moreover, developing 

nations are expected to have a lower involvement in this growing trend. 

In a study titled "Notes from the Frontier: Modelling the Impact of AI on the World Econ-

omy" (McKinsey, 2018), McKinsey (in the following in short McK) analysed the influence 

of AI on the global economy. The study reveals that by 2030, around 70% of companies 

are likely to adopt AI technology to some extent, but full adoption is not expected. In con-

trast, it is assumed that less than 50% of companies will fully embrace all available AI 

technologies by 2030. Surprisingly, around 30% of companies are not planning to adopt 

any AI technology at all. This raises the question of why and whether this lack of adoption 

is due to a lack of trust in the capabilities and decision-making abilities of the new tech-

nology. According to McK's projections, the global GDP is predicted to grow at a rate of 

1.2% annually until the year 2030. This growth is primarily attributed to the rise of auto-

mation and the replacement of traditional labour with AI, as well as the innovation of AI 

in various products and services. The negative impacts of AI, which will be discussed later, 

can cause a disruption in the job market resulting in higher costs for transitioning workers 

and a decrease in local spending because of increased unemployment. 

As reported by Petropoulos et al. (2019), the global economy is currently experiencing a 

significant shift towards digitalization powered by AI. Despite the potential advantages of 
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adopting these new technologies, such as improved production processes, productivity lev-

els do not seem to have increased significantly. This is true for both the US and the EU28, 

including the UK, countries. For example, in the period from 2005 to 2016, the average 

growth in the production rate was only 1.3%, compared to an average increase in the pro-

duction rate of 2.8% in the years from 1995 to 2004. While the financial crisis hit the EU 

harder than the US, both regions experienced similar stagnation in production growth after 

recovering. This can be seen by examining the total factor productivity (TFP) growth rate, 

which has steadily declined for the countries analysed (USA, UK, EU, and Japan) and is 

currently at a low level. (s. figure 1) (Bergeaud, et al., 2018) 

 

 

Figure 1: Total factor productivity (Bergeaud et al., 2018) 

The phenomenon of decreased productivity despite the introduction of technology is 

known as the modern productivity paradox. This was previously observed during the 

early 1980s with the advent of computers and information technology. According to 

Brynjolfsson et al. (2017), there are four possible explanations for this paradox: 

 

1. Explained by the failure to meet AI expectations  

Here, Brynjolfsson et al. (2017) presents a rather pessimistic view of Gordon (2016). In 

his opinion, AI cannot contribute significantly to the growth of productivity increases, not 

least because of its limited added value, e.g., compared to electricity or the combustion 

engine. However, according to Petropoulos (2019), all inventions and technology improve-

ments take time to act productivity. Technological advancements, such as the steam en-

gine, electricity, the internal combustion engine, and the computer, have demonstrated this 
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phenomenon. And, undoubtedly, these technological advancements and inventions im-

proved productivity directly and spurred innovations in other areas, as mentioned above. 

This led to a positive synergistic effect, complementing each other's impact Brynjolfsson 

et al. (2017). 

 

2. Explained by errors in data collection 

One of the advocates of this explanation is Hal Varian (Varian, 2018), a former economics 

professor who currently works at Google. Varian (2018) gives an example that in the past, 

photos were taken from films produced by only three companies worldwide, and due to 

digitalisation, this market has nearly vanished altogether. Photos are now exchanged 

among acquaintances and not sold, whereas the GDP is designed for market transactions. 

Brynjolfsson and Collis (2019) use a similar example with the messenger Whatsapp. On 

the contrary, Ahmad et al. (2017) argue that some products and services are freely available 

but cannot plausibly explain the change on this scale. 

 

3: Explained by an unfair distribution of AI benefits 

It seems that only the biggest companies in the industry can reap the rewards of increased 

productivity that come with incorporating AI technology.  As a result, they are able to 

increase the gap between themselves and smaller companies, ultimately leading to a de-

crease in the motivation for smaller companies to implement AI technology. The McK 

study mentioned above also agrees that the pioneer companies are more likely to be in-

volved in the adoption and use of AI and thus have advantages.  

 (McK, 2019; Andrews et al, 2016; Gutierrez & Philippon, 2017; De Loecker & Eeckhout, 

2017; Autor et al. 2020; Furman & Orszag, 2015)). So, Petropulous (2019) suggests stricter 

regulation through a well-designed policy framework. This can promote a fairer distribu-

tion of productivity gains and minimise the potential risks of AI usage. 

 

4: Explanation through barriers to implementation 

As previously stated, Brynjolfsson et al. (2017) believes that adopting and widespread us-

ing AI and other technologies takes time, often requiring innovation in different fields, 

before they can significantly contribute to productivity growth. This has already been seen 

in the two periods from 1870 to 1940, for electricity, and from 1970, for information tech-

nology. These two periods thus show similar patterns to those of the present day. Produc-
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tivity growth decreased during the twenty-five years that followed technology implemen-

tation in the previous two periods, but later experienced a significant acceleration. Taking 

the above into consideration, it is assumed that AI will not only achieve a simple increase 

in productivity, but this technology also has the potential to revolutionise the entire econ-

omy. The emergence of AI as a new factor of production has led to a hybrid combination 

of labour and capital. This has resulted in a decrease in the significance of both labour and 

capital in global economic growth. The incorporation of AI has been made possible 

through three channels. Firstly, automation has allowed for the automation of areas in the 

physical world. Secondly, virtual AI agents have been integrated across previous industrial 

boundaries. Lastly, AI has enabled the creation of new industries altogether. 

Below, the role of the so-called singularity and the implementation of R&D by machines 

will be shown. There is potential for additional growth through the augmentation of labour 

and capital, which can be achieved by utilising the collaboration between humans and AI 

in various fields. Here, human capabilities are significantly enhanced by AI. In addition, 

many scientists see a further growth opportunity through the diffusion of AI into other 

areas, which thus influence each other positively through AI.  

The Polish economist, Jakub Growiec, (Growiec, 2022), has created a hardware-software 

called framework to explore the topics mentioned above and determine potential combina-

tions for growth. He sees two scenarios as the most likely and examines them in terms of 

their effect on increasing the productivity rate. These two scenarios pivotally revolve 

around the so-called Technological Singularity, i.e., the point in time when, as predicted 

by Kurzweil (2005) and other scientists and visionaries (Kurzweil, 2005; Davidson, 2021; 

Hanson & Yudkowsky, 2013; Roodman, 2020; Sandberg ,2013), AI surpasses human in-

telligence. It is important to note that AI has the ability to replace not only simple and low-

skilled work but also highly demanding cognitive work, such as Research & Development 

(R&D). As stated by Growiec (2022), the singularity will bring about explosive growth in 

this field. 

The three growth channels mentioned above are relevant to this work, presented here at 

the macroeconomic level. Specifically, the first two - automation, and labour and capital 

augmentation. Furthermore, the results of the McK study indicate that companies leading 

the way in AI implementation stand to gain the most, potentially leaving slower adopters 

behind. 

The macroeconomic effects described above, which will result from the transformation of 

the economy through AI, will have a profound impact on labour and capital. Thus, the 
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impact of AI on individuals’ work is inevitable, but the specifics are still unclear and there 

are only a few empirical studies on the topic to date. The criteria mentioned above also 

apply to the labour market, where AI impacts it through three channels. These channels 

replace human labour with AI, particularly in physical work or repetitive activities like text 

or image recognition. Secondly, AI can enhance productivity and boost human capabilities 

by augmenting their skills. The third channel involves the implementation of AI in new 

business areas, creating fresh tasks that impact both companies and employees. This chan-

nel leads to innovation and is closely linked to the diffusion of AI into various other fields. 

In the following, three renowned studies and their approaches, which may differ consider-

ably, will be briefly presented. In one of the best-known studies on the impact of AI on the 

labour market, the study conducted by Frey and Osborne (Frey & Osborne, 2017), the 

researchers conclude that 47% of today's occupations could be replaced by AI in the me-

dium term. Frey and Osborne use the Standard Occupational Classification (SOC for short) 

used in the USA to classify over seven hundred occupations as "replaceable" or "not re-

placeable" on the basis of 70 subjectively selected occupations based on interviews with 

experts (s. Graus et al., 2021). An occupation is considered replaceable if all the activities 

of the occupation are considered replaceable in the case of a non-substitutable activity, the 

entire occupation is also considered non-substitutable. In the further statistical treatment 

for calculating the replacement probability, the occupations and their activities, whether 

"replaceable" or not, are fully included in the statistics as non-substitutable occupations if 

only one activity is not replaceable. The replacement probabilities obtained in this way are 

then regressed on occupation-describing variables, which then calculate the replacement 

probabilities of the other remaining occupations. The resulting statement of 47% of the 

occupations is replaceable since they also include occupations whose activities include, for 

example, critical thinking, problem-solving, etc., which are not currently considered re-

placeable by AI. The study by Frey and Osborne (2017) can, therefore, only be seen as a 

starting point for a more in-depth investigation. Other approaches, such as that of Autor et 

al. (2003), seem more plausible in that they first assign replacement probabilities to the 

individual activities, add these up and weigh them according to the proportion in the spe-

cific occupation (s. Graus et al., 2021). Manyika et al. (2017) use this approach in that the 

authors define the automatability of core skills and then determine the substitutability of 

activity within the above-mentioned work database, also taking into account the proportion 

of the activity in the occupation. They come to the less spectacular conclusion that less 

than 5% of occupations are fully automatable, but 60% of occupations contain at least 30% 
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automatable activities. By using the approach of Autor et al. (2003), Bonin et al. (2015) 

conclude that only about nine to twelve percent of jobs are threatened by the replacement 

of AI (s. Graus et al., 2021). Studies that look at the gross effects, i.e. both the job losses 

and the job gains due to the new technology, show a more positive picture - McK (2017), 

for example, concludes that the use of AI will create around 10 million new jobs by 2030, 

and Acemoglu and Restrepo (2018) also come to the conclusion that the losses can be 

offset by compensatory mechanisms in which new jobs are created (Menzel & Winkler, 

2018; Graus et al., 2021). 

All these studies are, therefore, to be regarded as more or less well-grounded estimates. 

Autor et al. (2003) and Autor and Acemoglu (2011) assume that the adoption of automation 

and robotics will likely result in the replacement of tasks that involve repetitive and routine 

skills, as previously described. Whereas AI typically offers complementary support to 

tasks that require non-routine activities, serving as a helpful augmentation. For this reason, 

it is probable that AI will have a greater impact on workers with medium-level skills who 

perform routine tasks that can be automated, rather than those with high or low levels of 

skill. This, in turn, would lead to a polarisation of the labour market. (Goos & Manning, 

2007; Autor & Acemoglu, 2011). Brynjoffsson et al. (2018) also conclude that AI, due to 

its intrinsic learning capacity, can create new opportunities for human-machine collabora-

tion (e.g., in medical diagnosis or prognosis, etc.), while human labour will tend to be 

replaced in purely "codifiable" activities (s. Graus et al., 2021).  

As for individuals and companies, some empirical studies already show results that suggest 

that the use of AI in companies will change the skill profile requirements of employees. 

For example, an OECD study (Samek, Squicciarini, & Cammeraat, 2021) found that it will 

be more important for "human" workers to acquire interpersonal and social skills that com-

plement technical skills where appropriate. This is not only about understanding AI, but 

also being able to ensure that it is used according to e.g., compliance requirements (Samek, 

Squicciarini, & Cammeraat, 2021). 

The impact of AI and three growth channels ultimately affect the labour market is unclear. 

However, there are opportunities and risks. Brynjolfsson et al. (2014) see the chance that 

AI can help humans improve their skills and thus help humanity with current problems 

and, for example, eradicate poverty, cure diseases better, provide better education for all 

or understand and control a possible negative change in the climate. In contrast, there are 

current statements against the background of the introduction of ChatGPT, such as those 

of Jeffrey Hinton (Hanna, 2023), the Turing Award winner, who, like many others, warns 
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against the consequences of AI. Hinton speaks of an "existential threat" and uses a term 

coined by the philosopher Nick Bostrom (2003, 2005, 2017). This and the ideas which 

Hinton reveals in his post-exit interview seem to reflect the idea of "effective altruism", 

which tries to combine neoliberal economics and ethics. The underlying concept here is 

that the world is full of suffering, and therefore, the limited resource of aid should be uti-

lised in the most possible and effective way. "Earn to Give" and so-called "Longtermism"4, 

in which future human lives are equated with current human lives, are further ideas. The 

movement also includes what is known as transhumanism. 

 

Finding 1: Impact of AI on economy 

The impact of AI on economy can be described as the importance of former production 

factors, labor and capital, become less important, or grow together into a single factor. 

 

Finding 2: Potential growth opportunities through AI: 

1. Intelligent automation. With the help of AI, intricate and strenuous physical tasks 

can now be replaced. – Replacement case. 

2. Additionally, virtual work can also be carried out through software agents, which 

can replace non-physical tasks such as matching outgoing invoices with payments, 

within the framework of robotic process automation (RPA5). – Replacement case.  

3. There is also a potential for advancement by building upon existing work, as out-

lined in this dissertation, which could ultimately exceed human capabilities. - Aug-

mentation case. 

4.  Another opportunity for growth arises when innovations spread from one area to 

another, resulting in increased efficiency through the use of AI and leveraging syn-

ergies – Raising synergies through diffusion. 

 

Finding 3: Impact on Labour: 

The impact of AI on the labour market is not viewed uniformly. There are different opin-

ions about the strength and direction of the impact. However, the impact can be differenti-

ated according to the growth drivers outlined in Finding 2. For example, some work will 

                                                      
4 https://de.wikipedia.org/wiki/Longtermism , accessed 18.06.2023 
5 Robotic Process Automation, s. e.g., https://www.sap.com/germany/products/technology-platform/pro-

cess-automation/what-is-rpa.html , accessed on 18.06.2023 

https://de.wikipedia.org/wiki/Longtermism
https://www.sap.com/germany/products/technology-platform/process-automation/what-is-rpa.html
https://www.sap.com/germany/products/technology-platform/process-automation/what-is-rpa.html
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fall under the so-called replacement case, others under the augmentation case, and new 

work will be created, for example, through the diffusion of innovation into other areas. 

1.2 The Microeconomic Perspective of AI 

In the years to come, one of the crucial tasks for companies is to embrace digitalisation in 

their industries. This involves the so-called Industry 4.0, i.e., the fusion of various technol-

ogies such as Big Data Analytics, IoT etc. and certainly AI into a cyber-physical system. 

The data obtained then is used by the machine learning systems to enhance their learning 

process and optimise themselves. 

In a 2018 conducted study McK (2018) divided companies into three groups: the "leaders" 

or "frontrunners", the "followers" and the "laggards". One of the findings was that the 

leaders will reap the greatest benefits from the adoption of AI - the "front runners", 10% 

of the companies, turned out to be the companies that will use AI technology extensively 

and across the enterprise in the next five to seven years (Rogers, 1983). This can lead to a 

so-called "the winner takes it all" effect so that so-called “superstar” companies establish 

themselves in the sectors. The laggards can only catch up with the “superstar” companies 

if there is a delay in the diffusion of technology (Autor et al., 2017). The so-called follow-

ers, 20-30% of the companies, on the other hand, are adopting AI technology, but with 

caution so that the changes in cash flow are slower and less noticeable. In the McK (2018) 

study, 60-70% of the companies are the so-called Laggards. These can lose up to 23% of 

today's cash flow (based on the simulation used in the study) and also lose out in the AI 

race. The response of these companies will be to minimise costs and reduce investments, 

which in turn may further widen the gap with the laggards. These companies ultimately 

risk being forced out of the market. Still, AI is expected to affect global competition and 

individual companies in various ways, such as through regulatory alignment within the 

framework of trade agreements, as well as at the global level, for example with regard to 

pricing algorithms, which may pose a potential risk of promoting collusion (Monopolkom-

mission, 2018). 

Furthermore, Cockburn et al. (2018) provide an interesting and important result. They pre-

dict that AI will have a significant impact on markets by revolutionising the way innovation 

is approached. According to Cockburn et al. (2018), AI is expected to bring about advance-

ments in research and development that rely more on data-driven algorithms and less on 

traditional human research methods. As a result, data is becoming increasingly important 
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for companies. Merck KGaA, a process industry company, serves as a good example. They 

have entered into a strategic partnership with the American company Palantir Inc. and the 

German SAP AG to effectively execute such scenarios.6  

In light of the significant value of AI, it is crucial to explore the barriers that hinder com-

panies from adopting this technology. It is also important to understand why AI needs to 

be explainable, even when taking into account its macro- and microeconomic implications. 

(s. Kraus et al., 2022). Explainable AI is considered of utmost importance in various sectors 

of the economy such as healthcare, manufacturing, construction, finance, and the process 

industry. This is because understanding and explaining why certain decisions have been 

made is a prerequisite for users to accept those decisions. As technology advances, it is 

becoming increasingly important to understand the decisions made by algorithms. The 

growing importance of explainable AI (XAI) reflects this need for transparency and ac-

countability. With black box models becoming more prevalent, it is crucial to have tools 

and techniques in place to interpret their outputs. This will not only help build trust in AI 

but also ensure that the decisions made are fair and safe. What particularly is to be noticed 

is the importance of deep neural networks. These are neither interpretable, i.e., the "inner" 

mechanisms are not apparent to the user, nor are the decisions made by the models. Indi-

vidual decisions can be explained, for example, using tools, which means that so-called 

local explainability is possible. However, the tools used for this can only be used by ex-

perts. These are, see Chapter 3, e.g., LIME, SHAP, Integrated Gradients, LRP, DeepLift, 

GradCAM, ELI5 etc. Tools that can also be used by non-experts include saliency maps, 

counterfactual explanations, prototype, or surrogate models, etc. These are explained in 

chapter 3. Basically, these models are machine learning ones. They are then divided into 

so-called white or glass box and black box models. The decisions of these black box mod-

els and the mechanisms for making these decisions cannot be explained to experts. 

 

In terms of AI as a whole, a distinction can be made between Symbolic or GOFAI (Good 

Old-Fashioned AI) and subymbolic AI or connectionist AI (Newell & Simon, 1988; Wino-

grad, 1971; Fikes & Nilsson, 1971; Ilkou & Koutraki, 2020). These methods can also be 

classified historically. Thus, the models of symbolic AI "originate" from the first AI wave 

and were authoritative until around the mid -1980s, while the subymbolic AI methods that 

                                                      
6 https://www.merckgroup.com/de/news/palantir-healthcare-acceleration-partnership.html and 

https://news.sap.com/germany/2023/02/digitalisierung-cloud-merck/ , both accessed 18.06.2023 

https://www.merckgroup.com/de/news/palantir-healthcare-acceleration-partnership.html
https://news.sap.com/germany/2023/02/digitalisierung-cloud-merck/
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emerged then are still very popular and resonant today due to their enormous performance 

(Kautz, 2020). Experts now speak of the so-called third wave of AI methods, in which the 

two categories of methods are combined. In this context, experts sometimes refer to neuro-

symbolic AI, whereby there are several gradations and different categorisations made de-

pending on the author.  

 

Table 1 Differences between symbolic and subsymbolic AI  

As shown in table 1, the two categories differ quite clearly in their characteristics. Accord-

ing to Ilkou and Koutraki (2020), the two categories differ in three aspects: firstly, in the 

results, in the way people or, more precisely, users interact with the models, and in the data 

provided as input to the models. The symbolic methods provide logical conclusions, 

whereas the subymbolic methods provide associative results. Intervention and, therefore, 

the initiation of "learning processes" by the user is common in the symbolic methods, 

whereas this is not provided for in the subsymbolic methods and the models learn from the 

data given. The symbolic methods work and deliver the best results when they work with 

relatively few but precise data, whereas the subsymbolic models require a large amount of 

data, which also contain a large part of so-called noisy data. A detailed explanation of 

different categories of neuro- symbolic AI is given in Chapter 3.2.3 (McCulloch & Pitts, 

1943; Minsky & Papert, 1969; Rosenblatt, 1958; Hopfield, 1982). 

As already mentioned above, acceptance by the user only results from the explicability of 

AI. But also, other regulations, e.g., the compliance requirements resulting from the trans-

parency requirements of the European GDPR (s. Blackman, 2022). In certain industries, 

e.g., in the process industry, they are indispensable for the certification of processes within 
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the framework of the so-called GxP (Good Manufacturing Practices - GMP) requirements 

or for the fulfilment of requirements by the FDA or REACH. Thus, AI systems, including 

a concrete instantiation of the reference architecture to be developed here, may have to be 

subjected to a certification process in order to meet the extensive regulatory requirements, 

especially in the process industry. 

According to a recent study by McKinsey (Grennan et al., 2020), companies that already 

receive 20% of their EBIT from AI are more likely to implement practices that help explain 

how their AI models work (McK, 2021). A noteworthy discovery is that businesses relying 

on AI models' explainability to engage with their customers witness a yearly revenue and 

EBIT growth of at least 10%. Grennan et al. (2022) see different requirements for XAI 

depending on the stakeholder (see chapters 2.3.4 and 3.5).  In Grennan's (2022) findings, 

XAI offers five key benefits to companies. First, it increases productivity. This allows the 

system to be monitored more effectively by detecting errors or biases in the data thanks to 

explainability, which enables timely corrections. Second - Building trust and thereby 

greater adoption- Explainability is important for building trust.  Society, users, etc. (see 

Stakeholder Chapter 2) have an interest in AI making a fair and confident decision. By 

ensuring that the decisions made by the models are explainable, trust and acceptance can 

be built between the company and its customers. This also applies to internal users. For 

example, if sales teams are able to understand the decisions of the AI model, they will trust 

the model and use it even if it makes decisions that are "incomprehensible" at first glance, 

such as a navigation system that suggests an alternative route based on information that is 

not (yet) available to the driver. Thirdly XAI can be used to uncover new value-generating 

interventions. For instance, one may use process analysis to optimize operations in process-

driven companies or determine the reasons for high customer churn rates. Similarly, an 

insurance company may analyse feature combinations to better handle accidents and opti-

mize their tariffs accordingly. Furthermore, fourthly, XAI can create added value for com-

panies by allowing business to verify the anticipated business benefits of their AI models 

and provide the desired value. At least, fifthly, as previously mentioned, XAI offers a sig-

nificant benefit in ensuring that an AI system (CSR) adheres to all relevant regulations, 

ethical standards, and laws. This confirmation is crucial for maintaining compliance. 

Explainable AI is a sine qua non, especially for the process industry, for example to meet 

the certification requirements of certain regulators. In addition, significant economic fac-

tors can also be demonstrated.  
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The findings discussed above from both macro and microeconomic perspectives will be a 

reference point in the following, not to mention the subdivision of AI into symbolic and 

subymbolic AI methods. 

 

Finding 4: Front runners participate most. This could lead to “supercompanies”. 

 

Finding 5: XAI can help to overcome barriers against AI- XAI can be also a needed re-

quirement for specific industries to use AI (s. regulations in process industry- s. chapter 2) 

 

Finding 6: The impact of AI on the situation of work at the company level, as a competition 

for the greatest talents and the best skills, is closely linked to the "front runner" benefit 

most. Because the "front runner" companies will also gain the best talents and skills. As a 

result, according to studies, companies have the task of training their employees exten-

sively in order to ensure the best possible use of AI in the company. 

 

1.3 Motivation and Relevance 

Artificial Intelligence (for short, AI) may be implemented to support decision-making 

and aid decision-makers in decision situations. In recent years, AI models have been used 

with increasing frequency to support decision-making processes; however, the newer and 

more successful models are primarily subsymbolic black box models which lack explain-

ability. 

Explainable AI aims to achieve the explainability of the AI models being used, as AI sys-

tems are able to make an increasing number of autonomous decisions without any human 

intervention. As computing power grows, AI technology and models will be implemented 

progressively in everyday life systems (e.g., edge AI). If the decisions being made affect 

and influence living things, the demand for trust in AI will become all the higher. Initially, 

the discussion on Artificial Intelligence (John McCarthy first coined “Artificial Intelli-

gence” or “AI” in 1955, in a proposal for a summer research project7 at Dartmouth College, 

McCarthy (1955)) gave research priority to symbolic AI – AI, which Simon defined as 

                                                      
7 Took place in Summer 1956 
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“[…] aimed at programming computers to do things which, if done by a person, would be 

regarded as intelligent” (Simon, 1977, p.1187); more recently, this has been defined by 

Russell & Norvig (2022) as being focused on “the study and construction of agents (agents 

and models used synonymously) that do the right thing – ‘the right’ thing is being defined 

on the objective we give the agent.” 

AI can be distinguished in terms of symbolic AI methods and subsymbolic methods. Sym-

bolic AI and models were used from the beginning of AI in 1956 (and even earlier), 

whereas statistical, connectionist, and subsymbolic methods grew in Machine Learning 

during the 1990s to become the more specific field of Deep Learning (using Deep Neural 

Networks, or DNN), especially DNNs with enormous parametric space and hundreds of 

layers comprising the so-called “black box” models. While connectionist models are more 

powerful, with regard to accuracy, they lack explainability and are more complex. It may 

be claimed that there exists a trade-off between accuracy and explainability or understanda-

bility (Breiman, 2001).8 By contrast, models which are easy for users to understand are 

referred to as “glass-box” or “transparent” models. 

As mentioned above, transparency is necessary when it comes to decision making, e.g., in 

medicine (and precision medicine in particular), to understand why a specific diagnosis 

was made, or in the military, when an AI system has identified an object as an enemy craft 

(e.g., a tank or a plane). A lack of transparency may mean a lack of understandability, 

which in turn leads to mistrust; subsequently, humans may act hesitantly, or reject the use 

of AI technologies. This may both slow down the adoption of new, promising technology 

and cause harm – for this reason, in medicine, there is a demand for having “a human in 

the loop”, to make the final decision when it comes to a recommended medical treatment. 

                                                      
8 In his 2001 article Breiman (2001) points out that Occams's Razor "the simpler is the better" is not working 

when it comes to evaluate between accuracy and interpretability- A linear regression is a good inter-

pretable model how y,x relates- but it has a lower accuracy when it is compared to the less interpretable 

neural nets- The same is for random forests- instead of using one tree as a predictor there are fifty or 

more trees grown on the same data. The single tree rates an A+ for the interpretability - but they are 

fewer good predictors - while random forests are very good A+ predictors - regards interpretability they 

rate F. Therefore, Breiman states:"Accuracy generally requires more complex prediction methods. Sim-

ple and interpretable functions do not make the most accurate predictors." and "Using complex predic-

tors may be unpleasant, but the soundest path is to go for predictive accuracy first, then try to understand 

why." 
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In terms of understandability, it is highly relevant which stakeholders the model is ex-

plained to, and in which situational context XAI is being used. In situations where a deci-

sion must be made in real time, an explainable model whose findings or possible alterna-

tives require several minutes to explicate will be useless.  This pertains to the efficiency 

requirement and the instance of an XAI system implemented in an autonomous-driving 

car. The usage of methods currently discussed and developed in XAI by statisticians and 

within mathematical functions of LIME9 (Local Interpretable Model-agnostic Explana-

tions) or LRP (Layer Relevance Propagation), for example, must be questioned in such a 

context, as humans tend to assign human-like traits to it; they are also more likely to utilise 

anthropomorphic terms when using AI models. Therefore, human-like traits need to be 

addressed by an XAI system – the one driven by the idea of creating something “human-

like” though artificial, such as the Golem, a human-like being built from clay. More sup-

portive research must be performed to understand how humans explain both a decision and 

actions to other humans (Miller et al., 2017; Görz et al., 2021; de Graaf & Malle, 2017) 

There is also growing doubt as to whether XAI is necessary per se, and whether it can 

become counterproductive or at least harmful to specific stakeholders when they are con-

fronted with a given explanation. This could occur because humans do not necessarily 

provide insights into the workings of their brains while explaining their decision(s) to an-

other person. The present work argues with this standpoint to an extent, as it comprises a 

certain shortcut regarding accountability, for instance, which is viewed differently when 

comparing AI and humans. The work will indicate that a precise analysis must be provided, 

and specific requirements ought to be identified in order to formulate a definition, namely 

what kind of explanation for a specific model this could be, and how that should be pre-

sented to a selected group of stakeholders. Further, since situations (contexts) might pre-

sent a challenge to XAI, as already mentioned, the XAI methods must be analysed with 

regards to the cost of runtime and implementation complexity, while taking into account 

the fact that in an XAI system, two components are necessary to explain the decision and 

action to a stakeholder. The first of these is the explainer component, and the other a con-

text-appropriate explanation user interface, whether that is by way of a natural language, 

graphic, or haptic explanation (Gunning, 2019). 

As mentioned above, when van Lent, and Fisher used the wording "explainable artificial 

intelligence" or XAI in 2004, explainable artificial intelligence already looked back upon 

                                                      
9 S. chapter 3.3.1 
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a much longer history (Lent, van, et al., 2004; Hansen & Rieger, 2019). The research in 

explainable artificial intelligence reaches back more than 50 years, when it emerged along 

with advances in connectionist and opaque Machine Learning/Deep Learning models used 

in AI. The research on explainable AI had already started with research on experts’ sys-

tems, e.g., in the late 1960s, with the SCHOLAR system or Stanford's MYCIN. While 

SCHOLAR was designed to explain why a student's answer was wrong, MYCIN was de-

signed with three components: a rule-based decision support component, an explanation 

module (or component), and a learning module (Shortliffe & Buchanan, 1984; Clancey, 

1983; Hansen & Rieger, 2019). 

Ryszard Michalski (1983) put forward his postulate of “comprehensibility” in 1983, claim-

ing that the result of machine learning or the result of learning processes within artificial 

intelligence should be of symbolic representations: “[…] should be symbolic descriptions 

of given entities, semantically and structurally like those a human expert might produce 

observing the same entities. Components of these descriptions should be comprehensible 

as single chunks of information, directly interpretable in natural language, and relate quan-

titative and qualitative concepts in an integrated fashion.” (Michalski, 1983, p. 519) In-

deed, most modern approaches to exploring the explainability of ML only make it com-

prehensible in terms of how the model generates output from a given input, thereby (nearly) 

recognising Michalski’s postulate (Görz et al., 2021). In the light of other authors’ beliefs, 

which are mostly influenced by cognitive sciences, this dissertation asserts the importance 

of doing more basic research to reach convincing results in XAI. A good example of such 

research is to determine which explanations are more convincing, and by which potential 

stakeholders they might be used in a specific context; this could include the findings of the 

longer research on the history which relates to intelligent systems and with rudiments in 

the social sciences, psychology, and the cognitive sciences. Therefore, those more complex 

ML explanations, which are supported by statistics and mathematics, do not address the 

requirements of all stakeholders. The whole explanation procedure ends up being an inap-

propriate exercise, like “inmates running the asylum” (Miller et al., 2017). This dissertation 

agrees that a plausible justification of a decision or action made on the basis of current 

scientific rationality is only possible by combining symbolic and subsymbolic approaches 

using so-called “hybrid” or knowledge-based approach (d’Avila Garcez & Lamb, 2023 

resp. 2020; Ilkou & Koutraki, 2020; Bibal & Frénay, 2016; Caruana et al., 2015; Fürnkranz 

et al., 2020; Görz et al., 2021; Marcus, 2020; Marcus & Davis, 2021; Tiddi, 2020, Chari et 

al., 2020a, 2020b). 
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But, before proceeding further, some definitions of key terms used in this work must be 

presented.    

Artificial Intelligence - AI  

There are several definitions of Artificial Intelligence (AI). Some refer to how good the AI 

in terms of fidelity to human performances. Some authors define the intelligence in AI as 

rationality, in the sense of doing “the right thing”. Others consider intelligence a property 

of an internal thought and reasoning process. In contrast, still others focus on intelligent 

behaviours, namely their external characterisation (a behaviouristic explanation). Human 

performance or rationality, along with thoughts or behaviours, may constitute four possible 

combinations when it comes to the definition of AI.   

In this work, AI is defined, following Russell & Norvig’s (2021) definition, as the “stand-

ard model” of AI. Thinking of an agent (which in this work is placed equal to model or 

algorithm) operating autonomously while perceiving the environment as persisting over a 

prolonged period, adapting to change, and creating and pursuing (the right) goals. AI fo-

cuses on the study and creation of agents that do the right thing; here, the right thing is 

defined by an objective provided to the agent (Russell & Norvig, 2021).10  

Machine Learning  

Machine Learning is defined as a part of Artificial Intelligence and is about improving an 

agent's performance through learning after making observations about the world. The agent 

will be a computer -- that is why it is called machine learning; it observes data,  builds a 

model based on that data, and subsequently uses the model as a hypothesis about the world 

and an algorithm that can solve problems (Russell & Norvig, 2022) Deep Learning is a 

specific part of machine learning, which uses large neuronal networks.   

Definition of an Expert System  

An expert system, as a part of an Artificial Intelligence system, is a computer program de-

signed to model a human expert's problem-solving abilities (Durkin 1994). 

                                                      
10 Since perfect rationality is not possible in complex environments or only serves as a theoretical starting 

point, bounded rationality or bounded rationality is a reality. (Gigerenzer & Selten, 2002; Simon, 1957; 

Elster, 2009) 
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Definition of Accountability  

 Accountability refers to responsibility and justification of the decisions and predictions 

made (Rosenfeld & Richardson, 2020). 

Transparency  

A model is considered transparent provided that it is understandable. There are different 

levels of transparency: simulatability (entire model), decomposability (at the level of in-

dividual components -- input, parameter, and calculation), and algorithmic transparency 

(at the algorithm level). Therefore, a “black-box model” is one which is not transparent at 

the levels mentioned above. Transparency is the opposite of “opacity” or “black-box-ness” 

(Lipton, 2016). 

Understandability  

Barredo Arrieta et al. (2020) define understandability within the context of an ML system 

as the characteristic of a model which allows a human to understand its function and learn 

how the model works, which he places equal to intelligibility. 

Interpretability  

Interpretability can be defined as the science of comprehending what a model has done, 

e.g., by using LRP (Layer Relevance Propagation), a method specifically for making 

DNNs (Deep Neural Networks) interpretable by revealing which of the (input) features 

were more relevant for the classification that a picture is a dog and not a cat (Bejger & 

Elster, 2020). Nevertheless, being interpretable in terms of meaning provides visual cues 

to find the “focus” of a DNN. The identification of the most dominant classifiers by sim-

plifying the problem space locally, using a more interpretable model (with a kind of intrin-

sic “explainability”), does not necessarily solve all the problems and questions that various 

XAI stakeholders might have. Therefore, explainability is needed, which is broader and 

covers interpretability (Bibal & Frénay, 2016; Gilpin, 2018). By implication, interpretabil-

ity is insufficient for humans to be able to trust in the decisions of black box models.  There 

is a need for explainable models that can summarise the reason for a specific neural net-

work behaviour; by doing so, in producing insights about the causes of the model’s deci-

sion, user trust may be gained.  Explainability mechanisms also need to be able to defend 
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(or justify) their actions (demonstrate accountability), provide relevant responses to ques-

tions, and at least be auditable. Explainable models are interpretable, while the reverse is 

not always true (Gilpin et al., 2018).  

Explainability  

As already mentioned, explainability includes interpretability, and is therefore a more gen-

eral concept than interpretability. It is more related to an “intrinsic” explanation of a ma-

chine learning model and how a function can be communicated to a user regarding com-

pleteness, which is a close enough approximation (Hansen & Rieger, 2019). Interpretabil-

ity can be seen as the first step, though users (humans, stakeholders) require explainability 

to gain trust in the decisions made by the model. That implies there is a need for models 

which summarise the reasons for a specific behaviour and produce insights about the cause 

(and effect chains) of a given decision. The models should be “able” to defend their actions, 

provide relevant responses to questions and be audited (all in a stakeholder-specific, un-

derstandable form) (Gilpin et al., 2018; Hansen & Rieger, 2019). Explainability is also 

very much associated with an interface appropriate to a specific stakeholder group and 

within a specific context. Therefore, an explainable interface is one part -- besides an ex-

planation module, component, or system -- used “to explain” in a form proper to the entity 

requiring it (be it a human, other living entity, or a machine) (Arnold et al., 2021; Gilpin 

et al. 2018). 

 
The difference between interpretability/explainability (the first is more the “understanda-

bility” of a model during “runtime” directly when the decision is made) versus an Expla-

nation is as follows: the first is somewhat intrinsic, while the second is more or less explicit 

(done afterwards). Hence, there is a high correlation as to within what situation a given 

kind of XAI is being used. 

Comprehensibility 

Comprehensibility for ML models goes back to Michalski’s postulate, stating that compre-

hensibility refers to the ability of a learning algorithm to represent its learned knowledge 

in a human-understandable fashion.  According to Barredo Arrieta et al. (2020), “the results 

of computer induction should be symbolic descriptions of given entities, semantically and 

structurally like those a human expert might produce observing the same entities. Compo-

nents of these descriptions should be comprehensible as single ‘chunks’ of information, 
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directly interpretable in natural language, and should relate quantitative and qualitative 

concepts in an integrated fashion” (Barredo Arrieta et al., 2020; Görz et al., 2021; Michal-

ski, 1983). 

Fair and Ethical Decision-Making 

There is an increasing demand by the public for fair and ethical decision-making alongside 

explainability, e.g., concerns raised by politicians and other stakeholders that AI or algo-

rithmic decision-making is influencing social life more and more, such as the COMPAS 

system. Pursuant to the GDPR of the European Union, individuals affected by any algo-

rithmic decision have the right to file a claim (Bejger & Elster, 2020; Goodman & Flax-

man, 2017; High-Level Expert Group on Artificial Intelligence, 2019; Lipton, G., 2016).  

Reliability and Robustness 

Reliability refers to the model of being objective and unbiased, and robustness refers to the 

strength of the model against gaming (e.g., “gaming the system”) or conceptual drift. A 

conceptual drift arises when a decision made by a model changes its environment -- such 

that the model no longer fits the environment that it had learnt; this is also a challenge 

concerning model lifecycle management. This topic is particularly important with regard 

to the entire life cycle of an ML model (Suresh & Guttag, 2021). 

Process Industries 

The process industries have a crucial role in the commercial transformation of raw mate-

rials into finished products. The processes involved in this transformation typically require 

both physical and chemical changes, at times requiring biochemical changes; these engi-

neered processes take place within processing plants. Most of the products of the process 

industries have well-defined specifications, and the industries themselves can be usefully 

classified according to the type of feedstock or product involved. Examples may include 

petroleum refining, mineral processing, chemical processing, and the production of ferti-

lizers, food, and pharmaceuticals (Brennan, 2020). For the purposes of this dissertation, 

the focus is placed on chemicals and pharmaceuticals (in short pharmacy). 

Corporate Planning (Scenario Planning and Integrated Corporate Planning) 

Corporate planning refers to the rational anticipation of future operational events. Planning 

deals while thinking about the future, and with a goal-oriented approach, is central. Such 
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goals must be articulated clearly among the different areas and subareas of a given com-

pany. Aside from decision-making, planning is one of the core capabilities of management 

or leadership. It must be forward-thinking, overarching, and not limited to one company; 

it is related to many disciplines, e.g., finance, production, sales, distribution, investment, 

and so forth. The reason for planning originates when an affected person (or machine – 

e.g., in machine-to-machine communication) that is a planner, manager, or decision maker, 

encounters or discovers a specific state (or system state) which when compared to a desired 

state, needs improvement or change. That perceived gap between the two (!) states is not 

satisfactory or not acceptable (any longer), in relation to external requirements. Generally, 

one speaks of a problem - the deviation in a current or expected state from a desired state 

as described by established goals. One may also speak of a decision-related problem, as 

certain decisions have to be made and enforced in order to solve the problem, i.e., to elim-

inate the aforementioned deviation from the desired state (Klein & Scholl, 2011; Wild, 

1980). Wild formulates it similarly, when describing planning as a "systematic, future-

oriented thinking through and setting of goals, measures, means and ways not only com-

pany-related goal achievement" (Hammer, 2015).  

Scenario Planning 

Scenario Planning can be seen as a controlled method for possible imaging futures that 

companies have applied to various issues. The Shell oil company has been using scenarios 

since the 1970s to generate and evaluate strategic options. By identifying fundamental 

trends and uncertainties, a manager can then construct a series of scenarios that might help 

“to compensate for unusual errors in decision making – overconfidence and tunnel vision” 

(Schoemaker, 1995).  

Integrated Business Planning 

Traditionally, supply chain planning focuses on volume-based planning. More modern ap-

proaches emphasize a value-based approach with a greater focus on financial flows. This 

is the concept behind Integrated Business Planning (in short IBP) Still, many authors see 

IBP as a mere restatement of mature S&OP process characteristics.  By contrast, others see 

IBP as a suitable interface between Sales and Operations Planning and Financial Planning 

(Coldrick et al., 2003; Willms & Brandenburg, 2019). 

Reference Architecture 
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There is no commonly agreed definition of reference model or reference architecture. 

However, most authors see reference architecture as a continuation of a reference model 

focusing on software technology; certain authors use the two terms synonymously. Bass 

defines them thus: “A reference architecture is a reference model mapped onto software 

elements (that cooperatively implement the functionality defined in the reference model) 

and the data flows between them. Whereas a reference model divides the functionality, a 

reference architecture is the mapping of that functionality onto a system decomposition” 

(Bass et al., 2022). 

As the main goal of this work is to develop a comprehensive reference architecture for XAI 

systems, reference architecture is seen herein as an abstraction on a meta-level, whose idea 

and goal are to help the design, development, and implementation of systems. It provides 

knowledge in the sense of best practices, and satisfies requirements dictated by the envi-

ronment and scientific rigour. It is a framework: a reference architecture combines and 

synthesizes a technical perspective with a domain knowledge (Reidt et al., 2018; Brocke, 

vom, 2003) A reference architecture has specific layers, such as business, functional, pro-

cess, information, and system layers. Across those, there might be different perspectives, 

like “Governance”, “Explainability”, etc. 

1.4 Research Goal and Research Questions 

When decisions and actions made by an AI model in corporate planning scenarios and 

decision-making are not explainable to stakeholders, they are not trusted. As these models 

need to be more transparent, interpretable, or explainable, they are not used to their full 

potential (the difference between interpretability/ explainability and explanation depends 

on the situation in which the model is used). This work proposes that most managers and 

decision-makers in business need more mathematical and statistical knowledge to under-

stand decisions or actions made by subsymbolic black-box machine learning and profound 

learning models. A sustained lack of stakeholder trust may slow down or even prevent the 

adoption of AI approaches and models within a corporate planning - business context. 

Hypothesis: 
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By developing a reference architecture for an explainable AI system that could com-

bine both subsymbolic and symbolic approaches, confidence in AI models and, thus, 

decision-making in corporate planning can be improved. 

The primary goal of this dissertation is to establish and create a reference system architec-

ture that promotes explainable artificial intelligence, with the aim of improving decision-

making capabilities to facilitate better business planning within the process industry. The 

research has resulted in a reference system architecture for trustworthy AI in corporate 

planning, which is the main contribution of this work. To the author's knowledge, there are 

no previous or other comparable works in this domain. 

This work examines a crucial research question: How can an explainable artificial intelli-

gence system, or agent, be created and integrated into the planning framework of the pro-

cess industry to increase trust in decision-making AI systems by improving their transpar-

ency and decision quality? 

Corporate planning, or planning, entails the mental anticipation of future operational 

events, thus planning deals by thinking about the future, and doing so while having a goal-

oriented approach. These goals must be stated clearly among the different areas and sub-

areas of the company. Aside from decision-making, planning is one of the core capabilities 

of management or leadership, and goal-oriented, forward-looking thinking is not limited 

to one company. Planning is a core element of business and is central in all business disci-

plines. Therefore, planning is a decision problem, which may be examined from different 

perspectives, e.g., business administration follows a rationality paradigm, with a model of 

the rational thinking “homo oeconomicus”; the cognitive psychologists prioritise the pro-

cesses in the mind of the decision maker; game theorists are interested in mathematical 

decision behaviour; the behavioural economists are interested in the changes in decision-

making behaviour in particular contexts, etc. Of note here is that the quality of decision-

making is significantly improved through the usage of AI models, as humans tend to bias 

decision-making with emotions and irrational behaviours. Humans also lack information 

about the situation the decision must be made within (bounded rationality). Humans tend 

to base their decision-making on subjective, past experiences - even when the context of 

the situation does not fit. (Gigerenzer & Selten, 2002; Dörner, 2001; Elster, 2009; Simon, 

1957) Recent studies have found a machine-hybrid or augmented approach, which could 

beat the best chess computers within a game, for instance, and reach better results than AI 

or a human, alone (e.g., s. De Cremer & Kasparov, 2021).  



 

49 

 

In addition to the hypothesis already mentioned, this work also answers other research 

questions. These are: 

 

RQ111: What are the specifics of the process industry? 

RQ 1.1: What are the main and differentiating characteristics of the process indus-

try? 

RQ 1.2: What are the specific market conditions of the process industry? 

RQ 1.3: What does the planning process look like within corporate planning? 

RQ 1.4: What special planning sub-processes in corporate planning are of particular 

importance for the process industry? 

RQ 1.5: What decisions are made in these sub-processes that AI systems can/ will 

take over? 

RQ 1.6: What are the requirements for explaining decisions made in the sub-pro-

cesses? 

 

RQ 2: What is Explainable AI and how can it support decision making in the corporate 

planning process?  

RQ 2.1: What is AI  

RQ 2.2: What is Machine Learning? 

RQ 2.3: What are knowledge-based systems? 

RQ: 2.4 What is explainable Artificial Intelligence? 

RQ: 2.5 What are the Stakeholders of XAI and how do they relate to the stakehold-

ers in corporate planning? 

 

RQ 3: How is a Reference Architecture for an explainable AI system being designed and 

developed? 

RQ 3.1: What are the various theoretical approaches for constructing a reference 

architecture? 

RQ 3.2: What methodology for designing and developing a reference architecture 

can be provided? 

 

 

                                                      
11 RQ = research question, G = goal 
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RQ 4: How to provide guidance on creating a reference architecture for explainable artifi-

cial intelligence in the operational planning context? 

RQ 4.1: To create a reference architecture, what preparations and basic assumptions 

need to be taken into account? Moreover, what factors should be considered 

throughout the lifecycle to guarantee explainability? 

RQ 4.2: What are some existing architectures that could be used as a foundation? 

RQ 4.3: How can the requirements be summarised? 

RQ 4.4: What is the Business Layer of Re_fish? 

RQ 4.5: What is the Application Layer of Re_fish?  

RQ 4.6: What is the Technology Layer of Re_fish? 

RQ 4.7: What is the process for managing the lifecycle of an explainable AI sys-

tem? 

RQ 4.8: How can a reference architecture be evaluated? 

RQ 4.9 What is the gap between the generic framework and expert opinion? 

 

Main Goal 

G121: The main goal of this work, taken from the hypothesis, is to develop a reference 

architecture as a reference model which can be used for design development, as well as 

implementation and runtime of a trustful and reliable XAI system. The designed reference 

architecture is called “Re_fish” (in tribute to Marian Rejewski, the leading Polish scientist 

solving the Enigma code and the Babelfish – “a fictional universal decoder for any form 

of language in the universe” (Adams, 2010). The empirical relevance of the reference ar-

chitecture will be developed with scientific rigour, within a process industry corporate 

planning context (Futia & Vetrò, 2020; Marcus, 2020; Marcus & Davis, 2021; Sohrabi et 

al., 2018).  

In addition to the main objective G1, mentioned above, the thesis has the following sec-

ondary objectives or specific goals. 

 

G1.1: The thesis will provide an overview of the actual status and research of the impact 

of Artificial Intelligence on the economy. This goal is mapped to Chapter 1.1 and 1.2 

                                                      
12 G = goal 
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G1.2.: The thesis will provide an overview on the specifics of the process industry, chal-

lenges the process industry is facing and how AI can support business in the process in-

dustry. This goal is mapped to Chapter 2 

 

G1.3: The thesis will provide an overview of the actual status and research in AI and XAI. 

This goal is mapped to Chapter 3 

 

G1.4: The thesis will provide an approach on how to develop a reference architecture for 

a trustworthy AI (XAI) system. This goal is mapped to Chapter 4 

 

G1.5: The thesis at least will provide a system reference architecture – Re_fish, which can 

be used by instantiating to build a trustworthy AI- XAI system. – This is a direct subgoal 

of the main goal (repeating it) and mapped to Chapter 5 

1.5 Research Theory and Design 

The research methodology for this dissertation is grounded on design science research, 

whose roots are based within engineering and artificial sciences (Simon, 1996). Its primary 

purpose is to be a problem-solving paradigm for creating new and innovative artifacts, and 

not to analyse an existing and observed phenomenon within the behavioural paradigm, 

with its roots in natural sciences. These artifacts must be built and evaluated in a rigorous 

design process and could be of different types, like models and methods (Hevner et al., 

2004). Design science is comprised an object of study, as well as two main components:  

the design of the artifact and the investigation of the artifact in context, in accordance with 

a definition by Wieringa (2014). 

These artifacts, in turn, define the ideas, practices, technical capabilities, and products 

through which the analysis, design, implementation, use, and management of information 

systems can be accomplished efficiently and effectively (Hevner et al., 2004). By contrast, 

the behavioural science paradigm (the principal research methodology in Anglo-Saxon re-

search) seeks to develop and verify theories that explain or predict human or organisational 

behaviour. The goal of the design-science paradigm seeks to create new and innovative 
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artifacts and, in doing so, tries to extend the boundaries of human and organisational capa-

bilities by providing intellectual and computational tools (Hevner et al., 2004). However, 

technology in IS research and behavioural science are not dichotomous.  Indeed, they are 

inseparable; design science can serve as a bridge between those paradigms, to resolve the 

conflict among pragmatists arguing that truth and utility are two sides of the same coin, 

and that scientific research should be evaluated in terms of its practical implications (He-

vner et al., 2004).  

The design-science paradigm is based on the knowledge and understanding of a problem 

domain and its solution, which are reached and achieved by building and applying an ar-

tefact, designed in a systematic process for relevance (for solving a problem) and under 

the rigour of scientific research.  IT artefacts can be differentiated into constructs (vocab-

ulary and symbols), and models (abstractions and representation, e.g., reference models/ar-

chitectures) (Hevner et al., 2004). 

 

To validate the artefact, different tools can be used, such as field studies, which are for 

behavioural researchers to understand organisational phenomena in context. At the same 

time, designing, building, and using innovative artefacts, like by building a prototype, will 

help design science researchers understand the problem addressed by the artefact and val-

idate and understand its feasibility. 

 

Information systems support organisations, and they are “[…] complex, artificial and pur-

posefully designed” (Hevner et al., 2004, p. 78). The connection between organisations 

and information systems can be seen in figure 2 (Hevner et al., 2004; Henderson & Ven-

katraman, 1993) 
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Figure 2: Business and Information Strategy and Organisation (Henderson & Venkatraman, 1993)  

Business Strategy and Information System (IT) Strategy are aligned (Business IT Align-

ment) the Organisational Infrastructure is being built by organisational design activities, 

which are derived from the business strategy, while the information systems infrastructure 

is designed by activities derived from the information system strategy (Henderson & Ven-

katraman, 1993; Hevner et al., 2004). Design activities and the design itself are a process 

and a product. That means that it is a process of expert activities that produce an innovative 

artefact or product. The evaluation of the artefact then leads to a better understanding of 

the problem, and the manner in which the problem is solved gives feedback to improve the 

quality of the product as well as the quality of the design process itself (Hevner et al., 

2004). 

 

March and Smith (1995) identify in their research that there are two design processes and 

four artefacts within design science research. 

 

The two processes of Design Science are:  

1. To build (the build process) 

2. To evaluate (the evaluation of what was build) 
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The four artifacts of design science are:  

Constructs  

Provide a language in which problems and solutions are defined and can be com-

municated (Schön, 1983). 

Models  

Use the constructs mentioned above to represent the real-world situation (Simon, 

1996). “Models aid problem and solution understanding and frequently represent 

the connection between the problem and solution components enabling exploration 

of the effects of design decisions and changes in the real world” (Hevner et al., 

2004, p. 78/79).  

Methods  

Define processes to guide how to solve problems.  

Provide instantiations.  

Show that a working system can implement constructs, models or methods. 

Instantiations 

Show that constructs, models and methods can be implemented in a working sys-

tem, as they demonstrate feasibility, and provide a direct evaluation of a system in 

its intended, purposeful usage (Hevner et al., 2004). 

 

 

Figure 3: Concept of Design Science research, aligned with Hevner et al. (2004) 

The concept of design science research built by Hevner et al. (2004) is shown in figure 3, 

where IS research can be found in the middle; it respects the relevance of business needs 
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“to solve a real-world problem”, which is raised by the environment, including people, 

organisations, and technology. The environment defines this problem space (Simon, 1996). 

On the other side of the coin, IS research is based on the “knowledge base” (for providing 

scientific rigour) by building research on foundations (theories, frameworks, etc.) and 

methodologies (data analysis techniques, formalisms, etc.). By developing and building 

theories and artefacts and justifying/evaluating them, they can be seen as additions to the 

knowledge base and be applied in an appropriate environment to solve a particular business 

problem. The scientific rigour is reached by appropriately applying existing foundations 

and methodologies (Hevner et al., 2004). 

 

Figure 4: Design science framework by Wieringa (2014) 

Wieringa has adjusted the design science framework by Hevner et al. (2004).  As shown 

in figure 4, the social context (top to bottom) is expressed by identifying the stakeholders 

-- these are providing goals, which might differ from those of the researcher and budget 

for the research. They receive the artifact, the idea of which is to improve the context of 

the problem and satisfy specific requirements (within a certain margin of accuracy), so that 

the stakeholder goals are fulfilled. This is shown on the left side of the framework. The 

investigation addresses the knowledge of the artifact in the context. The knowledge context 

in Hevner’s framework (Hevner et al., 2004) is the knowledge base, which consists of 

mathematics, social sciences, natural sciences, design science, etc. A given knowledge 

context provides existing answers for knowledge questions and receives new answers by 



 

56 

 

way of the investigation of the contextualised artifact. In the design part, there is the exist-

ing problem-solving knowledge derived from the knowledge context, new problem-solv-

ing knowledge, and a new design added to the knowledge context. 

 

Hevner et al. (2004) define seven “Design Science Research Guidelines.”: 

 

Guideline 1: Design as an Artifact: In this dissertation, a reference architecture for build-

ing a trustworthy AI system within corporate planning will be designed, the scope of which 

will include the full lifecycle of an Artificial Intelligence system. The reference architec-

ture will be a purposeful IT artefact, addressing a fundamental organisational problem:  the 

design, construction, and running of a trustworthy AI system. 

 

Guideline 2: Problem Relevance: The relevance of the business problem is derived from 

empirical analysis, e.g., that of existing literature and empirical studies. This can be seen 

as an unsolved business problem. While the goal of behavioural science goal is to research 

why a phenomenon occurs, design science aims to change the occurrence of a phenome-

non. In this work, insufficient explainability of AI models (or the lack thereof) in corporate 

planning comprises such a problem.  

 

Guideline 3: Design Evaluation: The design artefact utility and its efficacy must be eval-

uated using rigorous evaluation (Hevner et al., 2004, p. 85) 13; the methods put forward by 

Hevner et al. (2004) emphasise that evaluation will be a crucial component to the design 

science research process. The evaluation process ensures valuable feedback, both to the 

design process of the artifact as well as to the artifact itself. As the design process is itera-

tive, the quality of the process and the artifact itself will be improved. Hevner et al. (2004) 

differentiate among various rigour evaluation methods. In this work, two evaluation meth-

ods will be used: the first of these is an evaluation; the artifacts of the reference architecture 

will be shown to experts for assessment; and the second method will involve an informed 

argument evaluation.  It will use information from the knowledge base to build a convinc-

ing case for the utility of the artifact. Gaps will be identified and documented. 

 

 

                                                      
13 The evaluation can be done in terms of functionality, completeness, consistency etc. (s. chapter 5.3) 
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Guideline 4: Research Contributions: The research will use existing foundations and 

proven methodologies to provide a verifiable contribution to the design of artefacts, design 

foundation (e.g., reference architecture) and design methodologies (the evaluation), and 

the artefact itself. The artefact will be used as a starting point for further iterations (Hevner, 

et al, 2004, p. 87). 

 

Guideline 5: Research Rigour: The work of the thesis is built upon applying rigorous 

methods in the construction, evaluation, and design of the artefact. In this work, the well-

researched area of reference modelling as a foundation to knowledge used for artefact con-

struction will be implemented. The evaluation will be done by testing the artefact – gaining 

expert opinions and thoroughly gathering valid arguments concerning the utility of the ref-

erence architecture. 

 

Guideline 6: Design as a Research Process: The artefact utilises available means to reach 

desired ends and satisfies laws in the problem space (environment). However, design sci-

ence is an inherently iterative process; therefore, this work can be seen as a starting point 

to search for the best and optimal solution for a reference architecture to build reliable, 

sustainable explainable AI systems. Therefore, it can be seen as a satisfactory solution – 

satisficing – without specifying all the possible solutions (as a “starting point”, which can 

help to further investigate and help research – Simon (2019). 

 

Guideline 7: Communication of Research: The artefact with respect to the research re-

sult of this thesis is effectively presented to both audiences – those which are technology-

oriented (with sufficient detail to enable construction and implementation of the artefact) 

and business-oriented audiences (to enable them to use the artefact in a specific organisa-

tional context) (Hevner, 2004). 

 

By using Hevner’s et al. (2004) approach and its adjustment by Wieringa (2014), the fol-

lowing plan of research for the thesis is developed: 
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The research plan will follow the design science research methodology (see figure 5),  

 

Figure 5: Plan of the research  

Definition of the research methodology for the dissertation.  As explained above, the re-

search methodology is based on design science research.  

1. Conceptualisation - related work. Part of the related work is enterprise planning. 

The work will give an up-to-date overview of the state of the art of enterprise plan-

ning in the process industry, with a focus on scenario planning and integrated en-

terprise planning. An important part of the work is the area of Artificial Intelligence 

and how it is used in this context (with a focus on planned scenarios). The status of 

AI in corporate planning is presented through a review of the current literature. 

Furthermore, a relevant field is the area of reference modelling and the construction 

of a reference architecture. 

  

2. The analysis for the purpose of gathering the requirements of an explainable AI 

system in planning will be done using a two-step approach. 
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a. Step one – there will be a thorough analysis of the findings in the literature 

reviews, as well as a thorough analysis of the description of the require-

ments for a reliable explainable AI system, within the given context (cor-

porate planning) and by using current/recent studies (e.g., Klein et al., 2021; 

Futia & Vetrò, 2020; Jenzen et al., 2022; Sohrabi et al., 2018) 

 

b. Step two - the findings in the first step will be categorised and processed, 

to build a theoretical background and for the assembly of requirements for 

explanations in corporate planning situations. 

 

The findings of both steps – using additional literature research within the 

knowledge base (its foundation and methodologies) will be synthesized to 

create requirements for the reference architecture as being a reference 

model for explainable AI. In this step, existing architectures will be used as 

basis templates. 

 

3. Develop a reference architecture as a reference model for designing, building, im-

plementing, and deploying an explainable Artificial Intelligence system. A refer-

ence architecture will be developed based on previous findings and by synthesising 

the requirements from the relevance cycle through the scientific rigour cycle, based 

on the knowledge base. The resulting reference architecture is then a good starting 

point for further developments and improvement cycles. 

 

4. The reference architecture will then be evaluated by using the research guidelines 

and the requirements from the previous steps and through evaluation by participat-

ing experts (presentation, discussion and expert survey). Following good research 

practices, any identified gaps will be documented to improve the reference archi-

tecture directly or in the following development cycles. 

 

5. Any gaps will be documented and used for an adjustment directly or will be stored 

in a backlog for adjustment in further iteration. 

 

6. The reference architecture will be communicated. 
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Figure 6: Detailed plan of research 

 

The detailed plan of the research can be seen in figure 6 – from the stakeholder (based on 

literature and the expert survey) will come requirements – functional, qualitative, and con-

straint-related. Additional requirements will come through the knowledge base and litera-

ture from previous research in the fields of Expert Systems, Social Sciences, Psychology, 

and Government. From other Reference Architectures (RA I to RA IV) will come common 

and current architectural requirements, which will lead to an abstraction for building the 

Reference Architecture for the Re_fish Universal Explainer. The Re_fish for Corporate 

Planning will be a kind of specific instantiation of the Reference Architecture in that situ-

ational context. The review of the requirements, especially those of the governmental 

stakeholders, will be achieved through evaluation and audits. 
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1.6 Thesis Structure and Outline 

 

Figure 7: Thesis structure and outline 

The research approach is embedded in the structure of the work and the process is illus-

trated graphically in figure 7. 

The introduction in the first chapter is divided into four parts.  In Chapter 1.1, due to its 

importance and relevance for this thesis, the macroeconomic perspective of AI is de-

scribed, followed by the microeconomic perspective in chapter 1.2. In Chapter 1.3 the mo-

tivation and relevance of the topic are described. The motivation is based on the hypothesis 

that humans need to trust the decision-making process of an AI system when they effec-

tively and efficiently use the system to improve decision-making quality. The pertinence 

of the topic is visible in the current tendency to implement AI systems in daily life, and the 

growing relevance of the decisions being made by these systems. In 1.4, the research goal 

and the research questions are defined. In Chapter 1.5, the research theory and design are 

explained and set up for the dissertation. In part 1.6, the structure and outline of the disser-

tation are described. 

The dissertation is ordered according to its research design and is divided into four main 

parts. As it focuses on planning in the process industry, its features are introduced and 

discussed in chapter 2. After an introduction (Chapter 2.1), the specifics and relevance of 

the process industry are described (Chapter 2.2). Chapter 2.2.1 introduces to the specifics 

of the process industry. Chapter 2.2.2 introduces the key trends of the process industry 

followed by the challenges the process industry is facing nowadays (chapter 2.2.3). Chap-
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ter 2.2.4 describes some use cases of AI for the process industry. The planning and deci-

sion-making procedures in the process industry are presented in Chapter 2.3, while exam-

ining scenario planning (Chapter 2.3.1) and integrated business planning (Chapter 2.3.2). 

In Chapter 2.3.3, decision types in process industry corporate planning are explained, and 

in Chapter 2.3.4, the stakeholders of corporate planning in the process industry are de-

scribed. The way modern information systems support corporate planning in the process 

industry will be described in Chapter 2.4, whereas in Chapter 2.5, classical decision sup-

port systems as well as reporting, business intelligence, predictive and prescriptive analyt-

ics, and data science will be differentiated from AI systems (namely, Chapter 2.5.1 Clas-

sical Decision Support Systems, 2.5.2 Business Analytics, Predictive and Prescriptive An-

alytics). In Chapter 2.6, the findings will be presented in condensed form. 

In chapter 3, explainable Artificial Intelligence (xAI) is presented in an overview in 3.1, 

followed by a description of Artificial Intelligence in Chapter 3.2. A deeper look into Ma-

chine Learning is given in chapter 3.2.1, followed by a review of Knowledge Based Sys-

tems in Chapter 3.2.2. Chapter 3.2.3 introduces Neuro-symbolic AI methods. In Chapter 

3.3, explainable AI is defined and explained and brought into the context of the disserta-

tion. To build a trustworthy AI system, explainability must be respected throughout the 

entire system lifecycle, and not only at the stages of development or production. Therefore, 

explainability must be central to an AI system’s design, implementation, and production. 

The actuality and state of the art of explainable AI in corporate planning are investigated 

by a literature. Chapter 3.3.1 Introduces to XAI within machine learning and Deep Learn-

ing, followed by Chapter 3.3.2 Knowledge bases XAI and at least Neuro-symbolic XAI 

(Chapter 3.3.3) Subsequently, Chapter 3.4 shows the importance, relevance, and require-

ments of ethical, legal, and regulatory requirements for AI, and their impact on explainable 

AI. The growing field of AI ethics is presented shortly as well as law and regulatory re-

quirements for AI. Chapter 3.5 maps the stakeholders of AI and the stakeholders and their 

requirements from Chapter 2. Chapter 3.6 closes by summarizing the findings. 

Chapter 4 describes the design of a reference architecture for explainable AI systems. After 

an introduction in Chapter 4.1, the theoretical basis (Chapter 4.2) of reference architectures 

is introduced in terms of the use of rigorous methods from the knowledge base. The basis 

for a reference architecture is placed within IT and software architecture and is covered. 

The methodology of building reference architectures is presented in chapter 4.3 Method-

ology to Develop Reference Architectures. After describing different possible methods in 
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4.3.1 “Methods to develop a Reference Architecture” – the selection of the methods to 

develop the Re-Fish reference architecture is described. Chapters 4.3.2 to 4.3.6 follow the 

TOGAF and Attributive Architecture Design methodology. In Chapter 4.3.2 the Architec-

ture Vision is introduced. The following chapters are “Establish the Architecture Project” 

(Chapter 4.3.2.1), “Stakeholders, concerns, and business requirements” (Chapter 4.3.2.2), 

“Confirm and elaborate Business Goals, Business Drivers and Constraints” (Chapter 

4.3.2.3), “Define Scope” (Chapter 4.3.2.4), “Confirm and Elaborate Architecture Princi-

ples, including Business Principles” (chapter 4.3.2.5), “Develop Architecture Vision” 

(Chapter 4.3.2.6). In Chapter 4.3.2.7 the Phase A will be summarized. In Chapter 4.5 con-

sists of a short discussion on the requirements. Chapter 4.6 concludes the chapter by sum-

marising the findings. Chapter 4.3.3 describes “Phase B: Business Architecture”, with the 

subchapters 4.3.3.1 “Select Reference Models, Viewpoints, and Tools”, 4.3.3.2 “Conduct 

Formal Stakeholder Review”, 4.3.3.3 “Finalise the Business Architecture” and update the 

Architecture Definition Document”, 4.3.3.4. is to summarize Phase B. In this chapter the 

methodology to investigate and gather information about the relevant business processes 

is done. The Chapter 4.3.4 “Phase C: Information System Architecture” is with its sub-

chapters, 4.3.4.1 “Select Reference Models, Viewpoints, and Tools” and 4.3.4.2 “Sum-

mary for Phase C” to develop the application and data architecture of the reference archi-

tecture. The methodology to design the technology architecture is described in Chapter 

4.3.5 “Technology Architecture”, with its subchapters 4.3.5.1 “Select Reference Model, 

Viewpoints, and Tools”, 4.3.5.2 “Develop Target Technology Architecture Description” 

and 4.3.5.3 “Summary of Phase D”. Chapter 4.3.6 describes briefly the phases E to H and 

Chapter 4.3.7 is summarising the Methodology Chapter and 4.4 closes the whole Chapter 

4. 

In Chapter 5, Development of a Reference Architecture for Explainable AI in Corporate 

Planning, covers the development of a reference architecture for a trustworthy explainable 

AI system, namely Re-fish. After a short overview in 5.1 Introduction, the development of 

the reference architecture is described through by using a combination of ADD (Attributive 

Driven Design) and TOGAF ADM methodology in Chapter 5.2 Development of the 

Re_fish reference architecture. The main sub-chapters include preliminary discussion, pur-

pose and scope, (Chapter 5.2.1). In Chapter 5.2.2 “Architectures of Knowledge Enabled 

Systems” current architectures of knowledge-based AI systems are investigated regards 

their explainability and architectural components. Chapter 5.2.3 “Gathering and synthesis 

of the Requirements” is an overview and summary of all the requirements gathered in the 
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previous chapters. The architecture of the Re_fish is presented in Chapters 5.2.4 to 5.2.7. 

Referencing chapter 4, first the business architecture is presented. In the following sub-

chapters the application architecture and the technology architecture are presented. Chapter 

5.2.7 presents the overall architecture of Re_fish, which summarises all the previous points 

of view. The lifecycle management of an AI application and therefore also for Re_fish is 

presented in Chapter 5.2.8 followed by Chapter 5.2.9 briefly describing the opportunities 

and solutions etc. (referencing Chapter 4.2.6) In Chapter 5.3, the evaluation of the refer-

ence architecture is conducted and Chapter 5.4 summarises and discusses the feedback and 

documents possible gaps- to be changed in a next iteration of the design of Re_fish. Chap-

ter 5.5 summarises the design and development of the Re_fish Universal Explainer refer-

ence architecture.  

Chapter 6 concludes the thesis and provides an overall summary of the work and a review 

of the findings, including prospects and recommendations for further research. 
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“The kitchen was especially difficult to navigate because so many of its elements would 

change their relationships to one another moment by moment. […], Melania Housekeeper 

would constantly move items around, obliging me to start afresh in my learning.” 

(Ishiguro, Kazuo (2021). Klara and the Sun. Chapter 2) 

 

2 Planning in the Process Industry 

2.1 Introduction  

There is no standard definition of process industry. It serves as an umbrella term for several 

industries which are crucial in commercially transforming raw materials into finished prod-

ucts. The process industries differ from others in terms of manufacturing characteristics; 

they use process manufacturing in batches instead of discrete manufacturing. Specific in-

dustries include chemical, pharmaceutical, food, and petrochemical production. The pro-

cesses involved in this transformation typically require physical and chemical changes and, 

in some cases, biochemical changes. The processes are engineered and take place within 

process plants. Most of the products have well-defined specifications (recipes).  

Process industries can be usefully classified based on the type of feedstock or product in-

volved, for example, petroleum refining, mineral processing, chemical processing, fertilis-

ers, food, and pharmaceuticals (Brennan, 2020). In this work, focus is on chemicals and 

pharmaceuticals, particularly in the fields of pharmacy and life sciences. Planning and de-

cision-making are significant tasks for a decision-maker in a process industry company. A 

planning problem typically arises from a gap between the desired state and the current or 

future state without any intervention. It is important to carefully evaluate all options and 

make the best decision possible to bridge that gap and achieve the desired outcome. Plan-

ning, on strategic, tactical, and operational levels, is essential within the process industry 

companies. It was Shell in the 1970s that first used scenario planning, a technique within 

strategic planning (Wack, 1985). The other important area is S&OP – sales and operations 

planning, as an overarching characteristic of the process industry is its high integration into 

production networks and connections via complex supply chain networks. When S&OP 

planning is also connected to financial planning with improved alignment between supply 

and demand, it is called Integrated Business Planning. 

In the next chapter, the process industry is characterised, especially its relevance in Europe 

(Chapter 2.2. The Process Industry). In Chapter 2.2 the specifics of the process industry 
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will be discussed (Chapter 2.2.1), key trends (Chapter 2.2.2) and challenges (Chapter 2.2.3) 

and how AI can support the process industry (Chapter 2.2.4). Chapter 2.3, Planning and 

Decision Making in the Process Industry, describes the relevance and importance of plan-

ning and decision-making within the management process and as a decision problem, in 

general. However, the focus is on the process industry. In the subchapters 2.3.1. Scenario 

Planning, the strategic planning approach or technique of scenario planning will be de-

scribed, in relation to the process industry. Chapter 2.3.2 investigates integrated business 

planning as another approach covering the range from strategic to operational planning in 

the process industry. Chapter 2.3.3 will introduce decision making an explanation in plan-

ning in the process industry. The stakeholders of planning in the process industry will be 

investigated on in chapter 2.3.4. Chapter 2.4 is about the information systems to support 

the planning and decision making. Chapter 2.5 with its subchapters 2.5.1 to 2.5.3 investi-

gates on classical decision support systems as well as on business analytics and reporting. 

The findings will be summarised in chapter 2.6. 

2.2 The Process Industry 

The environment and ecosystem provide manifold resources, which if processed, become 

valuable products for society. Among these are gasoline, metals, polymers (plastics), phar-

maceuticals, and food. However, naturally occurring substances require refinement or pro-

cessing. Since most of these raw materials cannot be found in the same place as processing 

plants, it is necessary to provide these substances in sufficient quantities, qualities, and at 

the right time within networks of processing and transport in the right place. This network 

of process-oriented companies (see below) has significance in the world economy (Bren-

nan, 2020). After briefly describing the macro- and microeconomic perspectives in Chap-

ters 1.1 and 1.2, the following chapters will - highlight the special features of the process 

industry (2.2.1) - point out the key trends in the process industry and then go into the spe-

cial features of the process industry. The subchapter concludes with a presentation of AI 

support in the process industry. 
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2.2.1 The Specifics of the Process Industry 

Companies in the process industry play a key role in transforming raw materials into fin-

ished consumables or intermediate products at a commercial scale. To transform the raw 

materials into products, consumables, or intermediate products for production in a network 

of downstream companies, within the framework of chemical, physical, or biochemical 

processes, in addition to specifications (e.g., as recipes), highly complex technical plants, 

raw materials and utilities are used, which lead to high capital and operating costs.  To 

carry out the processes, a large amount of electricity, fuels, water, cooling, and heating 

media, etc., is highly dependent on water and energy resources (Brennan, 2020; King, 

2019). According to Murzin (2022), the chemical industry converts raw materials (oil, nat-

ural gas, air, water, metals and minerals) into more than 70,000 different products. These 

include products such as fuels, polymers and plastics, basic chemicals, consumer goods 

and chemicals, products for agriculture, manufacturing, construction, pulp and paper, life 

sciences, textiles, and other industries (Murzin, 2022). 

Since many of the raw materials and intermediate products are highly toxic, to humans and 

nature, as they are flammable or explosive, and certain production processes may pose high 

risks to the environment, the process industry is subject to strict regulations during 

transport, production, and use of the products. With regards to the production of pharma-

ceuticals, strict quality requirements are placed on the industry. In addition, during produc-

tion, in addition to the actual marketable products, a large amount of waste may be gener-

ated, which in turn can be toxic, flammable, or explosive and must therefore be disposed 

of accordingly. After using or consuming the products, those must also be disposed of. 

Thus, the process industry has a great interest in finding solutions for sustainability, be 

they in the provision of raw materials -- such as production, waste disposal, and also the 

disposal of products after use, being recycled, as environmentally friendly as possible and 

to continually optimise and reduce the ecological/environmental impact. The main idea 

behind this is the circular economy; process industry plants must therefore be ecologically 

as well as economically sustainable. The benefits of the sales revenue of the products must 

exceed operating costs and provide an adequate return on capital investment. High cost 

and a long time of investment in the life sciences industry, expensive to build plants, ex-

pensive to operate plants – due to high costs of raw material, personnel, utilities (water, 

power etc.), insurance, and management-related staff, must be competitive with other com-

panies in the market (Brennan, 2020; Murzin, 2022). 
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Figure 8: Anatomy of a process industry project – Brennan (2020) 

Brennan (2020) describes the typical anatomy of a process industry project (s. figure 8). It 

includes the identification of an investment opportunity, the evaluation of the markets, 

evaluation and development of technology, the production capacity, the extent of integra-

tion with other manufacturing plants, the storage and transport of raw materials and prod-

ucts, the supply of utilities, and personnel requirements for design, construction, and oper-

ation. This will then become the basis for doing more detailed market forecasts, and the 

process and engineering design can be done to allow capital and operating cost estimates 

to be made, as well as safety and environmental appraisals, which lead to the financial 

evaluation and sustainability assessment. The subsequent steps in this framework are pro-

ject approval, detailed design, construction of the plant, and commissioning. Operation and 

maintenance follow, and then, once the plant is no longer economically successful, its ces-

sation and dismantling take place (Brennan, 2020). The steps in the framework are done in 

a logical sequence, but can be iterative, e.g., if the approval to build the plant is not given 

and its design or another aspect has to be re-evaluated.  
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Market forecasting is very important to the process industry but also includes impondera-

bles and uncertainties; such issues may have various causes. Brennan (2020) mentions, for 

example: 

 business cycle fluctuations which can be caused by various influences. 

 changes in process technology or product development 

 changes in industry structure 

 changes in international participation in manufacturing 

 changes in the balance of supply and demand 

 changes to international trade arrangements 

 changes in environmental drivers, including government regulation, for example 

on global warming impacts, materials recycling,  

 changes in environmental drivers, including government regulation, for example 

on global warming impacts, materials recycling. 

 

In addition to the above, macroeconomic parameters, such as growth and competition, are 

important business influences. Change of growth in a particular country in which a corpo-

ration is operating can influence its consumption patterns and capacity for investment in 

process plants and research and development. Forecasting is one of the key tasks within 

process industry companies, though it spans a longer timeframe and includes more uncer-

tainties; this technique to improve strategic planning is described in Chapter 2.3.1 - Sce-

nario Planning in the Process Industry. At a tactical level (see Chapter 2.3 - Planning and 

Decision Making in the Process Industry), there must be an integrated business plan, where 

the strategic plan is detailed out (given the strategic goals – strategic planning, derived 

from the strategic scenario analysis, like, e.g. a given ROI (s. below)) so that supply/de-

mand and capacity are aligned and a common consensus plan is also developed, and this 

is the distinction and difference between sales & operations planning and integrated busi-

ness planning, aligned with the financial plan and beyond between all functional depart-

ments of a company and top management. 

 

For strategic planning, companies use the balanced scorecard to build a value tree and 

derive key performance indicators leading towards a common objective, e.g., increasing 

the shareholder value, meaning that the annual operating profit is greater than the total 

investment outlays.  The annual operating profit is annual sales revenue, minus the annual 

operating costs. The total investment is fixed capital, plus working capital. 
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𝑅𝑂𝐼 =
𝐴𝑛𝑛𝑢𝑎𝑙 𝑜𝑝𝑒𝑟𝑎𝑡𝑖𝑛𝑔 𝑝𝑟𝑜𝑓𝑖𝑡

𝑇𝑜𝑡𝑎𝑙 𝑖𝑛𝑣𝑒𝑠𝑡𝑚𝑒𝑛𝑡
     (f1) 

 

𝑅𝑂𝐼 =
𝐴𝑛𝑛𝑢𝑎𝑙 𝑠𝑎𝑙𝑒𝑠 𝑟𝑒𝑣𝑒𝑛𝑢𝑒−𝐴𝑛𝑛𝑢𝑎𝑙 𝑜𝑝𝑒𝑟𝑎𝑡𝑖𝑛𝑔 𝑐𝑜𝑠𝑡𝑠

𝐹𝑖𝑥𝑒𝑑 𝑐𝑎𝑝𝑖𝑡𝑎𝑙+𝑤𝑜𝑟𝑘𝑖𝑛𝑔 𝑐𝑎𝑝𝑖𝑡𝑎𝑙
  (f2) 

 

Long term shareholder value will be relevant in chapter 2.3, especially in chapter 2.3.1 and 

chapters 2.3.2, 2.3.3. 

 

 

Figure 9: Dependence of sales revenue and production costs on production rate 

Figure 9 shows that companies in the process industry have a high volume of fixed costs, 

as they are an asset-intensive industry. Therefore, the total production costs consist of the 

variable costs (varying with the production rate) plus the fixed costs (production-rate in-

dependent); this means that if the production capacity is not fully used, the full sales reve-

nue potential is not reached and might even cause a negative operating profit. 
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The complete model is  

 

𝐶 =∑Riri + ∑Ejgj + 
(Mm)

QU 
 +  

(kI)

QU
    (f3) 

 

C = production cost (€/t product) 

R = consumption of raw material I (t raw material/ t product) 

r = unit cost of raw material I (€/t raw material) 

E = consumption of utility j (e.g., MWh electricity/ t product) 

G = unit cost of utility j (e.g., €/MWh) 

M = number of employees/ t product 

m = average annual cost per employee (€/ person) including payroll overheads 

k = factor to account for a number of costs dependent on fixed capital 

I = fixed capital investment (€) 

P = annual production (t product)  

Q = annual production capacity (t product) 

U = capacity utilisation (P/Q) 

 

Therefore, to increase the annual operating profit, for instance, it is necessary to increase 

the annual sales revenue and decrease variable costs (such as the cost of goods sold, SG& 

A expenses) and optimise fixed capital (reduce fixed capital or optimise capacity utilisa-

tion) and reduce working capital (s. f1, f2 and f3). 

 

As mentioned above, no standard definition of the term process industry exists, and many 

different industries are found within the process industry; it can be seen as an umbrella 

term for other (sub-) industries. Thus, there is no uniform definition for categorising and 

assigning specific companies to the various categories of the process industry. One suitable 

way to allocate companies to different types is to use the statistical evaluation available in 

most countries. For example, based on the industry overview of the Federal Statistical Of-

fice in the Federal Republic of Germany, the industries of agriculture and forestry, fisher-

ies, chemicals, petrochemicals, mining and quarrying of stone and earth, production of 

foodstuffs and fodder, and pharmaceuticals are categorised as being process industries 

(Statistisches Bundesamt, 2008). The most important industries (construction, automotive, 

electronics, and consumer goods) within the process industries are the chemical industry 
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and the life sciences industry. Providing raw materials for a wide range of products indus-

tries and being a significant member in highly integrated networks, the chemicals industry 

is critical to the global economy.  It plays a vital role in developing new materials and 

technologies that enable sustainable development and protect the environment. Being re-

sponsible for developing and commercialising innovative therapies and medical devices 

(sometimes also differentiated into healthcare) that improve the quality of life and save 

lives, the life sciences industry is equally important to the global economy as an industry 

with substantial investments and research, thereby creating high-skilled jobs and fostering 

innovation. 

 

As already pointed out, one overarching characteristic of the process industry is the high 

integration into production networks connected via supply chain networks. High regulatory 

requirements and high demands on quality management characterise the entire industry 

(SAP, 2009); as a result, they are dependent on resilient supply chains.  

Product quality plays an essential role in these upstream relations with other companies, 

and due to this, quality, quality management, and sustainability are primary criteria. 

 

The process industry is technologically demanding, relies heavily on innovation, and is 

extensively regulated (REACH, GMP, FDA)14. Legal regulations strongly influence it in 

the environmental sector and as already stated, in terms of the availability and price devel-

opment of extensively used raw materials, consumed utilities, and significant capital and 

operating costs. Utilities include electricity, fuels, water, cooling, and heating media, and 

so forth; these depend heavily on water and energy resources (Brennan, 2020).  

 

Finding 7: Process companies have some special economic features. These result from the 

production process. The industry is very heterogeneous, but in general this production pro-

cess is not easy to stop and restart, for example. Production is extremely equipment-inten-

sive and requires large investments. The impact on the environment is also relevant in 

terms of sustainability and climate protection. Production itself is less labour-dependent 

than discrete manufacturing. Companies in the research-based life sciences have a com-

                                                      
14 Regulation concerning the Registration, Evaluation, Authorisation and Restriction of Chemicals, GMP = 

Good Manufacturing Practices, FDA = US Food and Drug Administration 



 

73 

 

plex, extensive and extremely expensive research process that is subject to many regula-

tions - AI could bring significant improvements here, on the one hand in economic terms, 

but also in terms of curing generally still incurable diseases. 

 

Finding 8: Competition in the process industry sector is very high and has led to continued 

concentration over the last 30-40 years. Globally, there are currently only three countries 

(or groups of countries) that achieve significant sales volumes - these are the USA, the EU 

and, far ahead of the two aforementioned, China. 

2.2.2 Key trends of the Process Industry 

The German Chemical Industry Association and the consultancy Deloitte conducted a 

study on the topic of Chemistry 4.0 in 2017. They used the term Industry 4.0, which goes 

back to a research project of the German government and a resulting high-tech strategy 

(Kagermann et al., 2011) to strengthen Germany as an industrial location. The name 4.0 

refers to the versioning of software systems and the implementation of the fourth industrial 

revolution through four key drivers - digital revolution or digitalisation, sustainability, cli-

mate protection and the closing of material cycles in order to enter into a closed-loop econ-

omy. The term "fourth industrial revolution" is immediately criticised on the grounds that 

the "fourth industrial revolution" is the same technology as the third industrial revolution 

and is, therefore, only a continuation or further development of this third revolution. Thus, 

much discussion surrounds the concept of a second phase of digitalisation. We are con-

stantly striving for the next level of technological advancement, and this is no exception. 

It will be interesting to see what new developments and innovations will emerge in this 

next phase. It also seems somewhat presumptuous that an industrial revolution is being 

predicted rather than observed post-hoc. The expectations of this idea were high, and critics 

already claim that the implementation and realisation of Industry 4.0 have failed. 

The aim of the study by the VCI together with Deloitte was to investigate which develop-

ments will influence the chemical and pharmaceutical business by 2030 and to derive the 

tasks for today in order to take advantage of the opportunities (Falter et al., 2017). The 

study identified digitalisation, sustainability, climate protection and the closing of material 

cycles as the main drivers. The raw materials of this fourth industrial revolution are now, 

with increasing importance, data (see above the use of data e.g., in the field of development 
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and the partnerships between Merck and SAP or Palantir), the recycling of carbon-contain-

ing waste, the use of hydrogen from renewable energies in combination with CO2 in the 

production of basic chemicals. In the area of research, there is decentralisation and the use 

of large data, as well as joint development with customers. Corporate structures are chang-

ing towards more flexible cooperation within the framework of economic networks. Digi-

tal business models will emerge and there will be further consolidation. Products are de-

veloping in such a way that the chemical industry, for example, is becoming a provider of 

comprehensive and sustainable solutions, both in terms of the customer and the environ-

ment - the spectrum of value creation is expanding. According to Falter et al. (2017), sus-

tainability (in terms of ecology, economy, and social aspects) is becoming a comprehensive 

guiding principle and concept for the future. 

The study identified 30 trends. These were in turn divided into four quadrants based on the 

categorisation - Incremental vs. Disruptive and Societal-Political and Entrepreneurial-Eco-

nomic driven. The trends were also divided into small, medium, and large impact. This 

resulted in 13 trends with a medium impact, 10 trends with a small impact and 7 trends 

with a large impact. The trends with a large impact are lightweight construction in cars 

(socially incremental), electromobility, genome editing in medical applications and ge-

nome editing as precision breeding (socially disruptive), and finally personalised medicine, 

industrial biotechnology, and digitalisation of agriculture (entrepreneurial disruptive). It 

can be seen that a striking number of trends and innovations are taking place in the disrup-

tive area, and this on the basis of advancing digitalisation (and through the use of artificial 

intelligence, see Chapter 2.2.4) However, these trends pose major challenges for the indus-

try, as their disruptive nature will have a direct impact on process-technologies, product 

portfolios and thus the entire value creation (Falter, 2017). In the area of process technol-

ogies, chemistry can contribute to the coupling of the energy and industrial sectors by, for 

example, using the overproduction of electricity to produce synthetic raw materials, e.g., 

synthetic fuel, which can then in turn be used as energy storage when sustainable energy 

production cannot provide enough base load (see e.g. Chapters 2.2.4 and 5.2.3) and thus 

significantly reduce the demand for fossil raw materials. The decreasing demand for e.g., 

fuel-resistant plastics in automotive construction and oil and fuel additives will be replaced 

by an increasing demand for electric motors, battery technology and lightweight construc-

tion materials. It is also possible, according to Falter et al. (2017), that entire value creation 

structures will change, which in turn will have an influence on customer relationships or 

may involve completely different business models. 
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Digitalisation or digital transformation as a sub-area of Industry 4.0 is also seen as a focus 

in the process industry, with 50% of medium-sized chemical companies planning to invest 

in digitalisation in the coming years. 30% of SMEs already generate 4% of their turnover 

with digital business models, i.e., new value-added structures that offer customers a com-

bination of services and products, often through a network of suppliers. A further 40% are 

planning to introduce such new business models. In addition to these new digital business 

models, digitisation offers two further categories for growth, innovation, and efficiency 

gains. For example, through improved transparency and digital processes, as well as, 

through extensive collection and analysis of process data, along the production process, it 

is expected that, despite the already traditionally extremely high level of efficiency in the 

industry, there will be further increases in efficiency due to the type and manner of pro-

duction, and also through the further automation of processes, for example through the use 

of AI technology. Furthermore, the collection of internal and external data and their anal-

ysis should serve to gain a better understanding of the behaviour of customers and com-

petitors in the markets and thus, for example, become an active company within the frame-

work of forward-looking planning (see 2.3.1 and 2.3.2) and not just act reactively. To this 

end, the industry is pushing ahead with further developments in the area of predictive 

maintenance and networked logistics (see e.g., Chapter 2.2.4) as well as in virtual reality 

applications. 

Another core aspect of Industry 4.0 or Chemistry 4.0 is the role of the process industry in 

the circular sustainable economy. According to the study (Falter, 2027), the process indus-

try must expand its core business to include new business models, such as chemical leasing. 

A rethink must also take place, in which the focus is no longer on volumes, but on appli-

cation benefits and value-based pricing. The process industry also has the task of conserv-

ing resources by increasing resource efficiency at all stages of the value chain. The service 

life of products is extended and their resource consumption in use is reduced, and the clo-

sure of the cycles is achieved, which leads to ensuring more efficient use of the remaining 

raw materials through reuse, recycling, energy recovery or biodegradation, as well as in 

general. 

Seven levers can be distinguished with regard to the optimisation of the material cycle. 

These are re-design, in the sense of a data-supported re-design of the products on the basis 

of, for example, the evaluation of product usage data, resource-efficient production opti-
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misation through the above-mentioned insights and corresponding adjustment of the pro-

duction processes, modular production or even the use of robots to further automate the 

material cycle. insights and corresponding adjustment of production processes, modular 

production or even the use of robots to further increase automation (in the process industry, 

e.g., in the chemical sector, the share of labour is lower, whereas the utilisation of produc-

tion facilities (capital) is significantly higher). Automation, and thus possibly replacement 

or at least augmentation of labour, has a lower effect in this respect (see Chapters 1.1 and 

1.2 above). Another lever is take-back, for example, the use of new business models in 

which the use of the products is recorded in real time by the customer in order to determine 

usage data on the one hand, but also the correct time for replacement. Recycling, energy 

recovery and waste disposal are additional levers (Falter et al., 2017). 

Following these findings, the study provides a catalogue of twelve recommendations for 

action that can be clustered into three categories: 1. align strategy, such as anchoring digital 

and circular economy in the strategy, 2. build resources, in terms of corporate structure and 

competencies, transform culture and 3. seize opportunities by building and expanding eco-

nomic networks and using them as platforms, etc. 

 

In summary, it can be said that the process industry is driving the digital transformation, 

which includes optimising processes in order to be able to carry out further optimisations 

despite the already very high level of efficiency. For this, the corresponding data must be 

collected and evaluated in real time. The data in general is seen as a production factor and 

should be used in the future to optimise relationships with customers but also with the 

competition. Internally, the aim is to use the data for research and development purposes 

and to drive forward automation as well. Traditionally, due to manufacturing, the labour 

factor is used less in companies in the process industry than in discrete manufacturing. 

Instead, it is an equipment-intensive production. This suggests that automation will have 

less of an impact in the area of manufacturing (see Chapters 1.1 and 1.2). Closing material 

cycles is another goal in terms of sustainability and climate protection. In Chapter 2.2.3, it 

can be seen that the process industry in Europe is already on the right track in this respect, 

as energy consumption has fallen steadily despite the expansion of production, as have 

greenhouse gas emissions. 

 

Finding 9: Key trends in the process industry are digitalisation, sustainability, including in 

complex and networked supply chains, and further process optimisation. This industry is 
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highly automated due to its production process, but experts suspect that the available data 

is not yet being used extensively for process optimisation. 

2.2.3 Challenges of the Process Industry 

The process industry, and in particular the chemical and pharmaceutical sectors, are subject 

to high regulatory requirements. This is also historically justified, for example, if one looks 

at the history of the so-called "Schweinfurter Grün", a wall paint that was very frequently 

used in the 18th century, or the Contergan15 scandal in the 1960s, in which more than 

10,000 children were born with deformities. In the chemical industry, for example, there 

is the European chemicals regulation REACH ("Registration, Evaluation, Authorisation 

and Restriction of Chemicals"), which came into force on 1 July 2007 (https://echa.eu-

ropa.eu/de/regulations/reach/understanding-reach). Additionally, there are different rules 

for each country on how much of a certain ingredient may or may not be contained in a 

product. This is particularly important in international trade relations. The EU Commission 

published its "Chemicals Strategy for Sustainability" in October 2020. Moreover, there is 

a plethora of other regulations (CLP), Biocidal Products Regulation, Prior Informed Con-

sent (PIC) Regulation, Chemical Agents Directive (CAD) and the Carcinogens, Mutagens 

or Toxic to Reproduction Directive (CMRD), POPs Regulation, Waste Framework Di-

rective, Drinking Water Directive, etc., ECHA (2023)), compliance with which must be 

fully recorded and proven from the acquisition of raw materials through production to the 

consumer. The same applies to the pharmaceutical industry, which also has to prove com-

plete documentation and certification of the production processes (GMP) and document all 

substances and their quantities, etc. In Germany, the pharmaceutical industry is also subject 

to the German Medicines Act (AMG), the German Act on Advertising in the Field of Med-

icine (HWG), the German Ordinance on the Application of Good Manufacturing Practice 

(GMOP), in den USA die FDA (Food and Drug Administration) etc. Together with the 

high costs of such verification and certification, the pharmaceutical industry has a number 

of other special features and challenges, for example, a distinction is made between re-

search-based manufacturers and generic manufacturers. The research-based companies are 

exposed to high investments in the development of a new drug - for example, the develop-

ment of a drug takes approx. 15 years - at approx. 450 - 800 m€ and costs. This includes 4 

                                                      
15 https://de.wikipedia.org/wiki/Contergan-Skandal, accessed 18.06.2023 

https://echa.europa.eu/de/regulations/reach/understanding-reach
https://echa.europa.eu/de/regulations/reach/understanding-reach
https://de.wikipedia.org/wiki/Contergan-Skandal
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to 6.5 years for research, drug discovery and preclinical phase- 58% of the costs are in-

curred in phase I. The success rate for new active substances, from 10,000 active sub-

stances in screening, 5,000 to 6,000 are further assessed. In the clinical phase, 5 are still in 

trials at the beginning, and these clinical trials last between 6 and 7 years and go through a 

total of three phases. In the end, a maximum of 1-2 active substances are left, of which 1 

is approved, which in turn can take up to 2.5 years. After approval, when the active ingre-

dient is launched on the market, it must generate a surplus in addition to the development 

costs during the remaining term of the patent. So, if it were possible to make significant 

progress in the area of research through the use of AI, as described in Chapter 1, this would 

completely revolutionise the development of new drugs. But even so, the search for possi-

bilities for automation is a high priority in this area (Breitenbach & Fischer, 2020). 

The market, especially in the pharmaceutical sector, is highly competitive and has been 

characterised by major waves of consolidation since around the 1970s. In 2008 Merck 

KGaA acquired Serono, Europe's largest company specialising solely in biotech, for € 10.6 

billion, and in 2009 Roche acquired further shares in the American company Genentech 

for € 46.8 billion. Also, this year, Pfizer acquires the biotech specialist Wyeth for 68 billion 

US$. Together, the two companies now have 130,000 employees and a total annual turno-

ver of 71 billion US$. Still, in 2009, the American Merck & Co (which operates inde-

pendently of Merck KGaA) acquires its competitor Schering-Plough etc., for US$ 41 bil-

lion. In 2018, the Japanese Takeda Group acquires its rival Shire in its fifth attempt for 

US$ 64 billion. In addition to these impressive figures, which also reflect the competition 

in the industry, there is also fierce competition at the global level between the countries 

USA, China, Europe, etc. This is illustrated below on the basis of a market study. 

 

The importance of the process industry in Germany can be derived when looking at the 

growing revenue (s. figure 10).  
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Figure 10: Relevance (sales in €) of the process industry –in Germany (Statista (2023). 

Despite the years of financial crisis (2007-2010) and during 2015-2017 and 2019-2021, 

the overall revenue of the process industry grew continually from 107 m € in 1991 to 227 

m € in 2021. 

To understand the relevance of the process industry in the world, it is reasonable to look at 

the significance of the chemical industry within Europe and in relation to the rest of the 

world. In figure 11, it is shown that Europe was the second-biggest producer of chemicals 

in the world by 2021.   

 

Figure 11: World chemical sales in 2021 (CEFIC (2023)) 
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China dominated the market in 2021 by 1.729 billon €, while Europe was in second place 

with 594 billion €; the most prominent producers in the world, aside from Europe and 

China, are the USA (437 billion €), Japan (190 billion €), and South Korea (133 billion €). 

 

Figure 12: World market share of chemical sales, CEFIC (2023)  

In figure 12, the world chemical sales market share is compared between 2011 and 2021 

(CEFIC (2023)). It shows that the overall market share of EU27 in sales of chemicals 

dropped significantly between 2011 and 2021, from 19% to 15%. This is similar to figure 

13, which shows that the world market share from 2001 (27%) dropped to 15% in 2021. 

 

Figure 13: EU World market share of chemical sales from 2001 to 2021 (CEFIC (2023)) 
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While the overall sum of the world market is growing (decreasing in 2001-2003, 2009, 

2012-2016, and in 2020) from 366 billion € to 594 billion €, the EU27 market share is 

declining; EU27 is not keeping up with the market growth pace. 

In figure 13, it is shown that the market share of Europe dropped significantly by 2021 

compared to 2011 from 19% (2011) to 15% (2021), while China’s market share increased 

dramatically from 28% in 2011 to 43% in 2021. 

 

 

Figure 14: Distribution of sales by 2021 between the different categories of chemical products 

In figure 14, it is shown how the chemical sales distribute among the different products of 

the chemical industry:  Specialty chemicals (28%) and Petrochemicals (26%) have the 

highest volumes of sales. 
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Figure 15: Chemical sales in 2021 broken down by country 

Figure 15 shows that two-thirds of the production of chemicals is generated by four mem-

ber states – Germany (29%), France (17%), Italy (10%), and the Netherlands (10%). 

 

 

Figure 16: Structure of chemical sales from 2011 to 2021 in Europe 

In figure 16, it is shown that home sales are decreasing from 132 to 48, while the intra-EU 

sales and the foreign sales are growing; however, intra-EU sales are growing at the highest 

rate (from 230 in 2011, to 347 in 2021) 
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Figure 17: EU27 chemical industry production 

Figure 17 depicts EU27 chemical industry production; the coloured line shows that since 

September 2021, the production index has been declining, and thus output. 

 

Figure 18: EU27 chemical capacity utilisation rate 

In the figure above (s. figure 18), EU27 capacity utilisation below its long-term average 

indicates significant drops in Q4 2020 and from Q4 2021 until the end of the gathering of 

figures. This means that the European companies are working significantly below capaci-

ties (cf. capacity utilisation, mentioned above) 
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Figure 19: Top 10 sectors: turnover 

In the figure ‘Top 10 sectors: turnover’ (figure 19), it can be seen that the chemical industry 

is the fourth biggest producer in the EU27 manufacturing sector, behind the automotive, 

food, and machinery & equipment categories.  

 

Figure 20: Top 10 sectors: EU27 numbers of employees 

In figure 20, chemicals (including pharmaceuticals, rubber & plastic) are shown to have 

been the second-largest employer after food production in EU27 in 2020, with 3.4 million 

employees.  
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Figure 21: Top 10 sectors: EU27 investment 

 

Figure 22: EU27 trade surplus in the European Economy (2020-2021): top 10  

In figure 21, it can be seen that the chemical industry (including pharmaceuticals) provided 

the largest trade surplus in EU27 from 2020- 2021. 
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Figure 23: Total energy (589 terawatt hours, 2020) consumption in the EU27  

 

 

Figure 24: Energy consumption in the EU27 chemical industry 
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Figure 25: Renewable energy consumption in the EU27 chemical industry 

Figures 22 to 25 show the total energy consumption and high dependency on gas as an 

energy source. Despite this, it can be seen that energy consumption declined from 1990 to 

2020 – dropping from 752 tGW to 589 tGW.  Between 2000 to 2020, the consumption of 

renewable energy doubled (figure 24 and figure 25). 

 

Research & Investment 

 

Figure 26: Capital spending in the chemical industry, by region (2011 vs. 2021) 
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Figure 27: R&I spending in the chemical industry by region (2011 vs. 2021) 

In figures 26 and 27, one may discern that China was leading in terms of capital investment 

in the chemicals industry in 2021, by 109 billion €. As may be derived from figure 27, the 

EU is the second largest R&I investor in the world, at 10 billion € in 2021 (China was 

leading at 15 billion €) 

 

 

 

Sustainability: 

 

Figure 28: Total scope 1 GHG emissions by the EU27 chemical industry 
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Figure 29: Total GHG emissions and production in the EU27 chemical industry 

In figures 28 and 29, one can see that the overall emissions of the chemical industry de-

clined by 55% from the 1990s to 2020, and the emissions of greenhouse gases and produc-

tion decoupled, compared to a decline of 55% during the same period when production 

increased by 43%. 

 

Figure 30: Total hazardous and non-hazardous waste in the EU27 chemical industry 

Figure 30 shows that while the production index (2015 = 100) remained almost steady, the 

production of hazardous and non-hazardous waste declined significantly from 2007 to 

2019. 
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Summary of the market analysis: 

The market analysis of the process industry confirmed the image of a major industry in a 

highly complex dynamic environment. The importance, for example for Germany, can be 

seen in the growth of the industry since the 1990s. Globally, the process industry is number 

two in the EU27, ahead of the USA. China is, by far, the market leader and is growing at 

an enormous pace, so that the market share of the EU27 process industry continues to 

decline. Within the chemical industry, petrochemicals are (still) the leader, but this is likely 

to change in the coming years as environmental demands change. Within the EU27 coun-

tries, Germany is by far the largest producer in terms of sales, although the share of "do-

mestic" sales has declined over time in favour of sales within the EU27 area. It is interest-

ing to note that capacity utilisation in the chemical industry is below capacity. This is a 

significant challenge as the process industry is highly equipment intensive and, as shown 

in the model (see f3), relies on covering high- capacity costs. As the gap between utilisation 

and potential capacity widens, this can become very detrimental to some of the players in 

the process industry. The chemical industry is the fourth largest industry in the EU27 and 

the top two employer.  In terms of investment, it is the top investor among the industries, 

not least because of the often-mentioned intensive use of facilities and also because of the 

high research expenditures, e.g., in the pharmaceuticals sector. In terms of environmental 

sustainability, the picture is encouraging. Despite the increase in production, energy con-

sumption has fallen significantly, while at the same time the use of renewable energies has 

increased. Overall, GHG emissions have more than halved since the 1990s. This is the 

picture of an industry facing dynamic and accelerated change and the resulting uncertainty 

at the strategic level within companies. This underlines even more the importance of plan-

ning, and in particular scenario planning, which was used for the first time by a company 

in the process industry (see chapter 2.4). The process industry uses expensive and highly 

optimised and engineered equipment on a large scale. Therefore, predictive maintenance 

is a desirable tool for monitoring equipment and reducing costs. Integrated Business Plan-

ning - a successor or extension of S&OP - is a necessary methodology to plan efficiently 

and effectively in complex and highly interconnected supply chains. 

 

Finding 10: Challenges in the process industry ergeben sich, wie bereits oben beschrieben, 

aus der hoc The challenges in the process industry arise from various aspects. On the one 

hand, there is the high level of regulation, the fierce competition, which is also reflected in 

the increased concentration that has taken place since the 1970s. The search for qualified 
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workers severely restricts the search for locations. There are also challenges posed by the 

enormous energy requirements and extremely high plant costs, which also have to be main-

tained over the long term. On the other hand, there are the short time intervals in which, 

for example in the pharmaceutical industry, sales can be made that cover the development 

costs. 

 

2.2.4 AI support in the Process Industry 

The pharmaceutical industry is currently experiencing a paradigm shift through data ex-

change and utilisation, as already described above in the context of Chemistry 4.0. Com-

panies are, therefore, increasingly transforming themselves into data science companies. 

As Breitenbach and Fischer (2020) researched, there are two main factors contributing to 

the growing importance of data. Firstly, the molecular biological diagnostic methods have 

become more robust, and secondly, the ability to continuously track health data has signif-

icantly improved. This trend is known as the 4D principle, where diagnosis, drugs and 

devices are interconnected with data in the industry. It is believed that AI will undoubtedly 

decrease drug development timelines and minimise expenses. When it comes to bioinfor-

matics, data regarding genomes get stored and analysed. On the other hand, computational 

chemistry creates molecular models that undergo simulations and analysis. The LIMS (La-

boratory Information System), in turn, stores all the relevant data, e.g., to prove the above-

mentioned GMP. In addition, incorporating it into clinical phases can greatly enhance the 

process and automate it effectively. 

The Five Use Cases (s. e.g., Davenport & Miller, 2022 for more use cases) are briefly 

presented below as examples to illustrate the possible applications of AI in the process 

industry. 

 

Use Case I: AI supported image analysis of histological tissue sections  

An AI-powered tool can assist in analysing histological tissue sections, particularly in clin-

ical studies evaluating the effectiveness of drugs. (s. above) 

Histological imaging involves staining tissue samples taken from patients suspected of 

having cancer with dyes or dye-labelled antibodies (Kraus et al. 2022). When assessing 
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tissue samples from patients suspected to have cancer, a pathologist is responsible for ex-

amination. However, this process is predominantly done manually. This use case could be 

applicable in the clinical studies mentioned earlier, specifically in testing the effectiveness 

of a medication. 

AI could help here, in an augmented approach (see Chapters 1.1 and 1.2), by using a model 

to examine the images for conspicuous patterns. By utilizing this approach, it is possible 

to not only expedite the process, but also enhance it. The model can acquire knowledge 

from all available images and patterns, resulting in a substantial improvement of the doc-

tor's abilities. Furthermore, this results in increased knowledge for the professionals in the 

field (Nagpal et al. 2018). Although the model provides suitable suggestions and decisions, 

the presence of human input can enhance its recommendations by incorporating personal 

experiences. This may result in a distinct diagnosis from that of the model, which can then 

be fed back into the learning pool and potentially used to retrain the model.  

By implementing this model, the possibility of missing important irregularities can be 

greatly decreased. Kraus et al. (2022) see the use of CNN (Convolutional Neural Networks) 

as possible models here. The approach would be classified as supervised learning since the 

model would have to learn from images representing patterns that have the respective label 

cancer = 1 or cancer = 0. Because of the significant impact on the patient's life, the analysis 

made by the model requires an explanation, e.g., to prevent a misdiagnosis (s. table 2). 

 

 

Table 2: Use Case I: AI supported image analysis of histological tissue sections, e.g., drug testing 

Kraus et al. (2022) discuss other explanation methods, such as Grad-CAM, Integrated Gra-

dients, or DeepLIFT (refer to Chapter 3.3.1) in relation to this example. This would be 

utilized by making artificial alterations to the original image to place it in a distinct cate-

Criteria Description Requirements/ Evaluation/ Comment

System Type Decision Support Augmentation- Human - Machine Case

Type Anomality detection

Economic categorization Augmentation case- enhance human capabilities Non repitive work- highly skilled

Business Impact Medium - high Partially automatise the process- human in the loop

Societal/ Government Very high Improve diagnosis quality significant

Criticality/ Impact Very high

Data Types Image data (2- and 3D), high resolution

Typical AI Model used Neural Networks- Transformer Networks Subsymbolic, black box

Stakeholder Group

Domain Expert Check plausability of causal relations Assessments of quality of inidvidual (local) decisions

Developer Determine confidence, test fainess and biases Assessability of the model quality- identify and avoid bias in training data

Regulator Verify compliance Verification of the comprehensability 

User Reliability, trust Verification of the result

Suitable Explanation Strategy/ Type Post- hoc

Approach LRP, LIME
Explanations by prototypes and external knowledge base in combination with a neural 

network
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gory while maintaining a similar appearance. By presenting various hypothetical represen-

tations, both the medical practitioner and the patient can gain a deeper comprehension of 

the classification of a disease like "cancer". 

Use Case II: AI – supported text analysis of medical reports 

With the use of text analytics, AI has the potential to aid in the automatic matching of 

patient reports, providing similar reports to assist in performing a differential diagnosis. 

This use case is also applicable to the clinical testing phase of a drug, specifically with the 

use of neural networks as mentioned earlier. In this particular instance, Transformer Net-

works could be used for the NLP tasks (Otter et al., 2018; Wolf et al., 2019; Nambiar et 

al., 2020). The referenced model is a type of Deep Learning model called Transformer 

Networks. They are classified as such due to their numerous layers. Kraus et al. (2022) 

suggest that these models have the capability to identify latent features. These can be, for 

example, indirect references or logical conclusions. The medical data sets are used to train 

the neural network, which is then adapted for the specific application through transfer 

learning. This process falls under the category of supervised learning, and the AI system 

is put into productive use only after the completion and testing of the training process (s. 

table 3). 

 

Table 3: Use Case II: AI – supported text analysis of medical reports 

Use Case III: AI – supported machine or asset condition monitoring (Predictive Mainte-

nance) 

As mentioned, the process industry heavily relies on plants and their operations (discussed 

in Chapter 2, sections 2.1, 2.2, etc.). It is essential to maintain regular plant maintenance 

to avoid costly downtime of individual devices, machines, or entire plants. This crucial 

Criteria Description Requirements/ Evaluation/ Comment

System Type Decision Support Augmentation- Human - Machine Case

Type Similarity analysis

Economic categorization Augmentation case- enhance human capabilities Repetitive work 

Business Impact High Partially automatize the process- human in the loop

Societal/ Government Very high Improve diagnosis quality significant

Criticality/ Impact Very high

Data Types Text data - medical reports

Typical AI Model used Subsymbolic, black box

Neural Networks- Transformer Networks

Stakeholder Group

Domain Expert Increase information gain, plausability of causale relationship Enable decision support through, e.g., substantive justification (local explanation)

Developer Determine confidence (robustness, stability) Deeper understanding of system

Regulator Verify compliance Verification of the comprehensability 

User Reliability, trust Verification of the result

Suitable Explanation Strategy/ Type Post-hoc

Approach 1 Working with a prototype- to find similarities

Identification and building of a prototype (e.g. temperature, specific symptoms)- then 

new reports are identified as a specific prototype and therefore identified as "similar". 

(This is almost same method like AISOP, where the "hiostoric scenarios" are 

prototypes- AISOP is using a knowledge base)

Approach 2 Working with a knowledge base

The neural net works together with a knowledge base (knowledge graph) and learn the 

connections based on the specific symptoms ("patterns") and therefore can identify the 

"similar" patterns of symptoms in the knowledge base (s. AISOP, s. above Approach 1)
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aspect is necessary to avoid significant financial losses. So, staying on top of maintenance 

schedules and keeping everything in good working order is important. It is also necessary 

to understand that in the process industry, things cannot always be put on hold and then 

started back up again. This is especially true when dealing with physical, chemical, and 

biological processes. It is a delicate balance that must be maintained to ensure everything 

runs smoothly. For this reason, effective early warning systems can be highly beneficial in 

the process industry. These systems can help signal potential machine or plant malfunc-

tions and the need for maintenance, which can ultimately reduce downtime. By avoiding 

potential issues, companies can ensure that their operations run as smoothly as possible (s. 

table 4). 

 

 

Table 4: Use Case III: AI – supported machine/ asset monitoring (Predictive Maintenance) 

Use Case IV: AI – supported process control in the process industry 

Monitoring the status of process production is crucial for ensuring smooth operations and 

identifying potential issues before they become significant problems. By detecting the cur-

rent state of the process, we can derive follow-up processes that help optimize operations 

and ensure that everything is working optimally. Whether determining the optimal operat-

ing sequence or deriving the most effective operational trajectory, production goals are to 

be achieved while maintaining a safe and efficient workplace.  

In the process industry, using systems and models has been a longstanding practice. This 

is due primarily to the unique production process that is involved in this industry. AI can 

definitely be useful in both cases mentioned above. On the one hand, it can assist in con-

dition detection. When dealing with complex dynamic systems, it can often be challenging 

Criteria Description Requirements/ Evaluation/ Comment

System Type Decision Support Augmentation- Human - Machine Case

Type Anomailty detection for maintenance planning

Economic categorization Automisation - replacement Partially repetetive, partially new approach

Business Impact High - very high System failure, production process stop

Societal/ Government Low Company internal. High only if failover will have ecological impact etc.

Criticality/ Impact High Function safety, economic efficiency

Data Types Numerical and textual Sensor data, operational parameters, error codes, machine log data

Typical AI Model used Bayesian Networks

Machine learning based on knowledge graphs

Stakeholder Group

Domain Expert

check plasaubility of causal relationships - find cuasal relationshis, 

determine confidence (robustness, stability), imporve interaction 

possibilities

Assessment - plausability, statistical evaluation of the models, assessment of an 

individual decision (local explanation)

Developer determine confidence (robustness, stability)
Assessment - plausability, statistical evaluation of the models, assessment of an 

individual decision (local explanation)

Regulator

User

check plasaubility of causal relationships - find cuasal relationshis, 

determine confidence (robustness, stability), imporve interaction 

possibilities

Assessment - plausability, statistical evaluation of the models, assessment of an 

individual decision (local explanation)

Suitable Explanation Strategy/ Type Post-hoc Real time monitoring of systems/ assets

Approach 1 use and fitting of surrogate models (model plausability)
Explanations by prototypes and external knowledge base in combination with a neural 

network

Extraction of statistical quality (bayesian statistics)

Approach 2 Natural language explanation by using knowledge graphs
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to determine the system's current status. Many factors are at play, and it can be challenging 

to track them all at once. However, it is vital to remain vigilant and stay on top of things 

to ensure the system functions as intended. With careful monitoring and analysis, it is pos-

sible to better understand the system's current status and make any necessary adjustments 

to keep it running smoothly. Depending on the process, this can be done either by variables 

using sensors to give an up-to-date (real-time) picture of the status or by visual inspection 

(other possibilities along the senses are of course conceivable). Taking and analysing sam-

ples could possibly lead to the destruction of the current product or at least slow down or 

even stop the production process. An inspection based on sensor data or visual inspection 

therefore seems to be much more reasonable. The determination of the optimal sequence 

of subsequent processes is, in turn, a highly complex and sensitive requirement, if one 

considers the statements made above about the problem of starting and stopping processes. 

Any critical parameters resulting from the process, such as temperature or pressure, must 

be given special attention. An autonomous system that is to be used in this environment 

must be regarded as highly critical (s. table 5). 

 

Table 5: Use Case IV: AI – supported process control in the process industry 

Ensuring that any AI systems used in production areas meet the necessary requirements is 

crucial. This ensures optimal performance, safety, and compliance with regulations. The 

need has increased enormously as more and more AI components are installed in robots or 

production systems. In the European Union, there is the Machinery Directive 2006/42/EC 

of 17 May 2006, which deals with ensuring that the technical machines used meet the 

safety requirements. This Machinery Directive was amended on 10 May 2023 (PE-6-2023-

INIT). Once the President of the European Parliament and the President of the Council 

Criteria Description Requirements/ Evaluation/ Comment

System Type Partially decision support- partially autonomous system

Type
(1) AI- assisted analysis (state detection - here image analysis) 

(2) AI-supported feedback control (optimum operating procedure)

Economic categorization Automisation- Augmentation New approach, partially repetitive (system monitoring task)

Business Impact High - very high System failure, production process stop

Societal/ Government High Possible heavy impact on ecosystem and (regional) society

Criticality/ Impact Very high Function safety

Data Types Numerical data, image data Sensor data, operational parameters, error codes, machine log data, image data

Typical AI Model used

(1) Neural Networks (s. use case 1) 

(2) Reinforcement learning (model predictive control) - hybrid 

models

Stakeholder Group

Domain Expert

Determine confidence (robustness, stability, vulnerability), check 

plausibility of causal relationships, improve information and 

interaction possibilities

Eplainability of individual - local - decision

Developer

Determine confidence (robustness, stability, vulnerability), check 

plausibility of causal relationships, improve information and 

interaction possibilities

Single decision explanations and model explanations (local and global)

Regulator Verification of "comprehensability" and protection concept Single decision explanations and model explanations (local and global)

User Similar to domain expert - operator

Suitable Explanation Strategy/ Type  Ad-hoc Post-hoc Real time monitoring of systems/ assets

For (1) LIME

For (2) Integration of black box models - hybrid modeling
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have signed it, the Regulation will be released in the Official Journal of the European Un-

ion. After its publication, it will take 20 days for the Regulation to come into effect. En-

suring that any AI systems used in production areas meet the necessary requirements is 

essential. This ensures optimal performance, safety, and compliance with regulations. 

Member States and economic operators will have 42 months before the rules of the new 

regulation are applied. One of the aims of this amendment is to meet current requirements, 

for example, according to the EU, more and more machines are being placed on the market 

which are less dependent on human operators. These machines are used in certain delimited 

areas for specific tasks but are able to learn and thus perform new actions in the respective 

context and thus become more autonomous. This creates new requirements for safety. 

In the process industry, the regulations are even more comprehensive, since this industry 

works with hazardous substances, under high pressures, etc. the regulations here are, for 

example, the SEVESOIII Directive of the Federal Immission Control Act (Twentieth Or-

dinance on the Implementation of the Federal Immission Control Act). To use AI in the 

process industry environment, it must be ensured that the system is sufficiently transparent 

and that the decisions are repeatable, comprehensible in detail and correctable. The Ger-

man Institute for Standardisation DIN has developed a roadmap for AI standardisation. 

VDE-AR-E-2842-61-1:2020-07 has already been published and contains a description of 

the terminology and basic concepts of explainable AI (VDE-AR-E-2842-61-1:2020-07). 

The Use Case V: Supply Chain Risk Analysis with SPA and The Use Case VI: Scenario 

Analysis for Early Warning of Power Failures in the Process Industry  

These cases are presented in Chapter 5.2.3, as their system architecture has been incorpo-

rated into the development of the Re_fish reference architecture (s. Chapter 5.2.3). 

Use Case VI: AI – time series forecasting 

Forecasting (s. table 6) is one of the main tasks in planning - based on historical data (pos-

sible bias in the data must be taken into account, see Chapters 3.2.1 and 5.2.8), a forecast 

is calculated in order to anticipate, for example, the future demand for a product, future 

price development, etc. These requirements are needed both in the area of scenario plan-

ning and in the area of tactical S&OP planning. The complexity and possibilities of the 

methods range from ARIMA (AutoRegressive Integrated Moving Average) to Global 

Deep Learning Forecasting Models to Neural Basis Expansion Analysis for Interpretable 

Time Series Forcasting (N-BEATS).  
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(Manu, 2022; Montero-Manso & Hyndman, 2020; Oreshkin et al., 2020). 

 

Table 6: Use Case VI: AI – Time Series Forecasting 

The special features of the process industry have already been highlighted above. These 

are, on the one hand, the high proportion of complex production facilities - asset intensive 

production - and, on the other hand, the networking in highly complex supply chains. 

Therefore, two topics are of particular importance in the context of corporate planning 

scenarios - strategic scenario planning (which was already used by Shell in the oil crisis of 

the 1970s to plan and coordinate capacities in good time, see Schoemaker and van de 

Hejden (1992) (Schoemaker & van de Hejden, 1992). In Chapter 5.2.3, two use cases or 

applications are presented for the area of scenario planning with AI applications. In addi-

tion, there is also work in other sectors, e.g., in the utilities sector, which deals with the 

combination of the methods presented in more detail in chapter 3. For example, Eibeck et 

al. (2020) with their parallel world framework for scenario analysis in knowledge graphs 

(see also Chapter 5.2.3 AISOP) or Rezaei et al. (2018), A new approach based on scenario 

planning and prediction method for the estimation of gasoil consumption, in which the 

prediction results of a neural network and a multilinear regression (MLR) model are com-

pared. Ge et al. (2017), who address the question of the state of the art of machine learning 

or big data analytics in the process industry and identify the areas of company-wide process 

monitoring (see Use Case IV) as possible applications (Ge & Chen, 2016 - Plant wide...) 

or the use in the area and improvement of sustainability efficiency of the energy used (Bak-

shi & Fiksel, 2003; Hanes & Bakshi, 2015). Or the use of process causality methods 

knowledge and data based, for fault abnormality detection (Chiang & Braatz, 2003). The 

use of sensors in the context of Industry 4.0 and their evaluation (e.g., Xu et al. 2014). 

Yang et al. (2021) deals with intelligent production and the requirements of Industry 4.0 

Criteria Description Requirements/ Evaluation/ Comment

System Type Decision Support- Augmentation

Type Time based Forecasting

Economic categorization Automisation- Augmentation New approach, partially repetitive

Business Impact Medium- High Based on forecasting all demand, supply etc. plans will be done

Societal/ Government Low Company internal

Criticality/ Impact Medium Economic impact on company

Data Types Numerical data Historic sales data, current market data, expert adjustments

Typical AI Model used

(1) Local model, like auto.arima, TBATS

(2) Global methods, Linear Autorgressive, Featurized Linear 

Autoregressive, Deep Network Autoregressive, Regression Tree 

Autoregressive

(3) N-BEATS

Stakeholder Group

Domain Expert
Determine confidence (robustness, stability), check plausibility of 

causal relationships, improve information
Eplainability of individual - local - decision

Developer

Check plausability of causal relationships - find cuasal relationshis, 

determine confidence (robustness, stability), imporve interaction 

possibilities

Assessment - plausability, statistical evaluation of the models, assessment of an 

individual decision (local explanation)

Regulator

User Similar to domain expert - planner

Suitable Explanation Strategy/ Type Post-hoc

For (1) LIME, SHAP

For (2) LIME, SHAP

For (3) 
TimeSHAP, Instance-wise Feature Importance in Time (FIT),  

Dynamask
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in batch production, which is so typical for the process industry. Yang et al. (2021) de-

scribes an intelligent system consisting of a self-learning knowledge base and a "cognitive 

system". Toorajipour et al. (2020) deal with AI in supply chain management and identify 

in their survey AI methods that are used in the context of supply chains. Artificial neural 

networks take the top position, followed by fuzzy logic and models, multi-agent and based 

systems, for example, to balance demand supply etc. in the context of simulations and thus 

contribute to better decision-making. 

 

Finding 11: The use of XAI in companies in the process industry naturally depends on the 

use of AI in the companies. Potential applications have been identified in the areas of sce-

nario planning, sales and operation planning, e.g., forecasting, process control, etc., which, 

when considering the use of AI in the area of research and development as well as in auto-

mated process control, have a significant - positive economic impact in the sense of the 

economic growth drivers presented in Chapter 1.1. and Chapter 1.2 respectively. 

2.3 Planning and Decision-Making in the Process Industry 

As mentioned above in chapter 2.2, planning is a central process in the management pro-

cess and has a critical function in the process industry (s. chapter 2.2, summary). It is even 

more important in the chemical and life science industry sectors, as both operate within 

highly interconnected and international supply networks and involve complex and inter-

linked processes. In these processes, raw materials are transformed into intermediate and 

finished products through chemical reactions and physical operations. 

Therefore, effective planning is essential to ensure that these processes run smoothly, effi-

ciently, and cost-effectively. This requires a thorough understanding of the various process 

steps, the timing and sequencing of operations, and the interdependencies between process 

stages.  In the chemical industry, planning involves scheduling production batches, allo-

cating resources such as equipment and personnel, and the management of inventory lev-

els. Effective planning can help to minimise downtime, reduce waste, and optimise the use 

of resources.  In the life science sector, planning is critical for developing and producing 

pharmaceuticals, biologics, and medical devices. This involves coordinating research and 
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development activities, clinical trials, and regulatory approvals, as well as scheduling man-

ufacturing processes and managing supply chains. 

In today's world, modern companies use information systems to carry out highly complex 

planning processes. One type of these information systems is, aside from ERP (Enterprise 

Resource Planning), advanced planning and scheduling (APS) systems.  Such APS soft-

ware is widely used in the process industry to optimise planning and scheduling processes. 

This software can integrate data from various sources (including production schedules, 

inventory levels, and supply chain information) to generate optimised programs that min-

imise costs and maximise efficiency.  In addition, digital technologies such as artificial 

intelligence (AI) and machine learning (ML) are becoming increasingly prevalent in the 

process industry. These technologies can help to improve forecasting accuracy, optimise 

resource allocation, and enable predictive maintenance, leading to improved efficiency and 

reduced costs. 

Overall, effective planning is critical to the success of the process industry, particularly in 

the chemical and life science sectors. By using advanced software and digital technologies, 

companies can optimise planning and scheduling processes, reduce costs, and improve ef-

ficiency, ultimately leading to improved profitability and competitiveness. 

In the following, the focus is on two planning frameworks: scenario planning and inte-

grated business planning (an extension of sales and operations planning – S&OP). As in 

the case of the decisions made within sales and operations planning (S&OP), AI and espe-

cially xAI can have a significant impact on business operations and financial performance.  

Within S&OP, AI can be used to analyse large volumes of data, identify trends and pat-

terns, and make predictions about future supply and demand. These predictions can be used 

to inform decisions about production scheduling, inventory management, and sales fore-

casting, among other things.   

However, it is important to ensure that the decisions made by AI systems are explainable 

and transparent to stakeholders, including sales teams, operations managers, and execu-

tives. This can help to build trust in the AI system, improve decision-making, and facilitate 

collaboration between different teams. 

One approach to XAI in S&OP is using machine learning algorithms that can explain their 

decisions. These explanations can be in the form of visualisations, charts, or natural lan-
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guage descriptions, depending on a user's needs. For example, a machine learning algo-

rithm used for sales forecasting might generate an explanation for its prediction, based on 

factors such as historical sales data, market trends, and product promotions. Another ap-

proach to XAI in S&OP is to use inherently interpretable models, such as decision trees or 

linear regression models. These models can be easier to understand and explain than more 

complex types like neural networks, which can be more opaque thus more difficult to in-

terpret.  Overall, XAI is an essential consideration in S&OP, as it can help to improve the 

transparency, accountability, and trustworthiness of AI systems being used in that context. 

By making AI more explainable, businesses can ensure that the decisions made by these 

systems align with their strategic objectives. 

Planning is one of the main tasks in the management cycle of a company, the reason for 

building a plan is a potential deviation of a given system state from its desired state, as 

perceived by the planner. This deviation is regarded as needing optimisation or may be 

considered no longer acceptable. This is a problem "[...] which can therefore be regarded 

as a deviation of a current or expected state from a desired state described by goals. We 

also speak of a decision problem"(Klein & Scholl, 2011, p.1) Decisions must be made to 

solve the problem – in this case, in order to eliminate the deviation from the desired state 

(Klein & Scholl, 2011).  
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Figure 31: Planning process 

In figure 31, one can see that the management process includes planning, organisation, 

leadership, and control. The supporting systems are for controlling and information man-

agement. 

In Chapter 2.3.1, scenario planning as a method or tool within strategic planning will be 

introduced. Chapter 2.3.2 describes integrated business planning as an extension or en-

hancement of sales and operations planning (S&OP); in Chapter 2.3.3, the entire planning 

process will be synthesised and described, as well as where AI (and especially XAI) can 

be of help in PI planning processes. 

As mentioned above, planning concerns information-processing.  Therefore, the term ‘in-

formation’ must be described. Information may be defined as judicial knowledge relevant 

to a decision (Klein & Scholl, 2011). In the planning or planning process, information on 

various sub-areas is required. For example, information is needed about the state of the 
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problem, the goals, the various alternative courses of action, different environmental de-

velopments, and interdependencies between actions and their results (Approach XAI). In-

formation relating to facts that cannot be influenced (present or future) is referred to as 

data. The data-character of information is therefore situational, personal, and problem-de-

pendent (Klein & Scholl, 2011).  

One of the methods or tools within the strategic planning process (s. Chapter 2.3.1) is sce-

nario planning. As described above, companies in the process industry are part of a highly 

complex network of companies. They are particularly vulnerable when these networks or 

their connections break down. Therefore, process industry companies try to use tools such 

as scenario planning, in addition to risk analysis, to make their supply chain as resilient as 

possible.  

2.3.1 Scenario Planning in the Process Industry 

The idea behind scenario planning is that by identifying fundamental trends and uncertain-

ties, a manager can construct a series of scenarios that might help “to compensate for un-

usual errors in decision making – overconfidence and tunnel vision” (Schoemaker, 1995). 

Often, managers or decision-makers made wrong decisions in the past because they had 

not anticipated possible scenarios. They all made a kind of myopic statement; the list is 

long, e.g., Ken Olsen or Thomas Watson.16 Scenario planning is a disciplined method for 

imagining possible futures that companies have applied to numerous issues. Schoemaker 

states that Royal Dutch/Shell has used scenarios since the early 1970s to generate and eval-

uate its strategic options. Since then, Shell has been seen consistently better in its oil fore-

casts than other major oil companies. Shell was also one of the first companies to see the 

overcapacity in the tanker business and Europe’s petrochemicals (Schoemaker, 1995). 

Scenario planning, or the scenario technique, is a strategic planning tool. It is beneficial 

because it systematically analyses alternative developments, breaks them down into indi-

vidual steps, and asks for the appropriate alternative courses of action (Mössner, 1982). 

                                                      
16 Ken Olsen, the founder of Digital Equipment, is said to have predicted that there is no reason why anyone 

should have a computer in their home. Thomas Watson, who headed IBM, claimed that the world mar-

ket for computers was no more than five computers - Watson was considered one of the best salesmen 

of his time. https://www.watson.ch/digital/microsoft/207532210-5-beruehmte-zitate-ueber-die-zu-

kunft-die-alle-frei-erfunden-sind , accessed 18.06.2023 

https://www.watson.ch/digital/microsoft/207532210-5-beruehmte-zitate-ueber-die-zukunft-die-alle-frei-erfunden-sind
https://www.watson.ch/digital/microsoft/207532210-5-beruehmte-zitate-ueber-die-zukunft-die-alle-frei-erfunden-sind
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This technique addresses the insufficiency of using only historical or planned data in a 

completely changed environment, e.g., one wherein a current model is not appropriate an-

ymore.17 By using scenarios, both the uncertainties and the future orientation of the plan-

ning are considered. This is becoming more necessary, as in recent decades, the world 

market dynamics, and the complexity of supply networks (especially in the process indus-

try) have grown enormously. This and the higher velocity of new, changing constraints in 

society and technology on a global scale have led to a vast number of discontinuities and 

other uncertainties that require quick reactions by management. These disturbances and 

their impact must be taken into consideration in strategic or corporate foresight. Besides 

these external factors, certain internal factors could lead to suboptimal strategic planning, 

e.g., if future opportunities, innovations, and trends are not anticipated. Successful compa-

nies, by using scenario planning, are starting to launch programs and initiatives to prevent 

threats early, even when they have a long duration. This is mainly because such companies 

use future-oriented scenario planning or techniques based on several quantitative and qual-

itative methods (Kahn & Wiener, 1969). The idea of this technique is that alternative pic-

tures (scenarios) of the future will be constructed, using succeeding events and branching 

chains, which may also provide a basis for strategic management planning (Welge & Eu-

lerich, 2017). The definition of a scenario from an economics perspective is such: "A sce-

nario is to be understood as a description of a possible future situation in which potential 

developments of all environmental factors and internal factors relevant to the company as 

well as the factor interdependencies are considered" (Welge & Eulerich, 2017). 

 

A combination of different scenarios leads to a series of possible future developments, 

which can be used for decision preparation or decision-making. The objective of the sce-

nario technique is grounded preparation for strategic approaches to upcoming eventuali-

ties. Scenarios are also used within the management of crisis, discontinuity, and risk.18  

                                                      
17 This is (somehow) similar to the conceptual drift, when used in supervised machine learning and the model 

is not appropriate anymore for the current environment/ecosystem. 
18 s. chapter 3.2.2 and 5.2.2 - AISOP and SPA 
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Figure 32: Funnel model of scenario planning technique 

Typical result of the scenario technique is the funnel model shown in figure 32; here, it is 

shown with three “possible” scenarios: positive, trend, and negative. 

Within scenario planning, AI/ XAI systems can be of help in forecasting. AISOP (s. Chap-

ter 3.2.2 and 5.2.2) is a knowledge-based system for scenario planning; SPA is a risk plan-

ning system. Schoemaker (Schoemaker, 1995) emphasises the importance of forecasts and 

categorises them on the basis of the degree of prediction uncertainty, and how complex the 

planned (or predicted) issue is. Forecasts are important in scenario planning, as well as for 

integrated business planning. Uncertainty concerns the degree of available knowledge 

about the target variable.19  As humans may display overconfidence when they do fore-

casts, uncertainty can be defined as the level of disagreement among forecasters, or the 

doubts of a single forecaster, regarding the correct value of an unknown interest: “We are 

too sure of our single view about the future and fail to consider alternative views suffi-

ciently” (Fischhoff et al., 1977). One of the reasons for this overconfidence is that one may 

suffer from the inability to envision all of the possible pathways (Schoemaker, 1995). Other 

reasons may include the following: 

 

                                                      
19 Bounded rationality – s. above 
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 Illusion of control 

People harbour erroneous feelings of control, which get stronger as they attempt to 

predict the future. 

 Information distortion 

Bias occurs because information may not represent the actual situation; people tend 

to overestimate the information closest at hand. (This can only be overcome by 

consulting available data.) 

 Risk perception 

Regarding risk perception, people dread the risks they have a poor understanding 

of, or which they have no control over. Furthermore, people react to saliently pre-

sented risks and may overweigh them, instead of those presented otherwise (car 

accidents and plane accidents vs. cancer, etc) (Kahneman & Tversky, 1974, 1982). 

Another important aspect emphasised by Schoemaker (1995) is so-called complexity, 

which he defines as the number of variables and how deeply they interact in a desired 

prediction task. As Schoemaker (1995) points out, there is extensive literature on research 

into heuristics and biases and how often these mechanisms affect a decision-maker’s un-

certainty estimates; however, they do not address the issue of interrelatedness.  He points 

out that people as decision-makers are only able to aggregate additively, rather than being 

able to understand interrelationships- or even causality (Schoemaker, 1995; Pearl, 2018). 

It is typical of human behaviour that people, and in this case -- decision-makers, tend to 

(or even need to) simplify the world that surrounds them through cognitive tools such as 

associative networks, scripts, schemas, frameworks, and mental models.  Additionally, 

whenever new information is discovered, people tend to insert it into an existing frame 

quasi-associatively, without moving said existing frame. This filters the information, 

which may then be completely wrong, because the frame has in fact changed. Therefore, 

in addition to new information, the frame must also be permanently checked and adapted, 

if necessary (Russo & Schoemaker, 2016). 

Complexity has two other dimensions: it concerns cross-sectional complexity, namely how 

data is connected at a certain point, and on the other hand, there is dynamic complexity, in 

which time-elements take on the role of feedback loops (Russo & Schoemaker, 2016). 
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Scenario planning is a technique within strategic planning, and supports a decision maker 

in developing different scenarios, thereby preventing common biases and ‘gut-feeling’ de-

cision-making. The positive aspect of scenario planning is that it is possible to predict fu-

ture developments and adjust one’s own behaviour and decision-making. It can be used as 

an ongoing technique to evaluate a corporate strategy. Scenario planning is very time con-

suming and does not deliver entirely perfect predictions. Without a tool, there is a problem 

of currency and complexity, as it might not be possible to evaluate all possible develop-

ments in a timely manner. In mid-length and longer run terms, there is a higher likelihood 

of disruptive events. Information systems, especially AI models, can be of great support 

within scenario planning. AI can help to gather current information (currency and prove-

nance) and provide this information within the decision-making process. AI models can 

also be of use in evaluating the risks of a specific decision, and in gauging scenario prob-

abilities. However, because humans follow a number of biases in their behaviour, it is all 

the more important that in addition to AI models for supporting decisions, these are also 

explained in a way that is understandable to users. For this purpose, methods of explainable 

AI are applied (see chapter 3). Chapter 3 also examines the two systems AISOP and SPA 

and analyses their architectures, particularly with regards to explainability. 

Scenario planning is usually carried out by a strategic planner and analyst on behalf of the 

management board/board of directors. The management board also initiates the entire stra-

tegic planning cycle and monitors the process holistically. The specifications of the man-

agement board are, for example, the KPIs, the selection of business areas (product - market 

combinations), etc. The development of a vision as a guiding star for the entire company 

are also tasks of these stakeholders. Above these stakeholders are the owners (or the board 

of directors) and the local, global, etc. society. The auditor is usually a watchdog appointed 

by the regulator, in this case e.g., the legislator, to ensure compliance with the rules. 

2.3.2 Integrated Business Planning in the Process Industry 

Integrated Business Planning is considered an improvement on Sales & Operations Plan-

ning (S&OP) (s. Hsieh & Hsu, 2012; Willms & Brandenburg, 2019). The term Sales & 

Operations Planning was first used by Dick Ling in his book "Orchestrating Success" in 

the 1980s (Ling & Goddard, 1988). At the time, another concept was predominant and well 

known, namely Manufacturing Resource Planning (in short, MRP II). While MRP II was 
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focused on a single manufacturing plant, S&OP was seen as the overarching starting pro-

cess for a business.  

Sales & Operations Planning is seen as a forward-looking process, with a minimum hori-

zon of around eighteen months or six quarters, integrating and aligning strategic and tacti-

cal views and decisions, and directing operational planning and overall execution, as a 

process for integrated decision making (see figure 33). As S&OP can be considered an 

integrated decision-making process, it must be the driver of tactical and operational plan-

ning and execution; the financial perspective within S&OP is its support of the business 

plan. To ensure that decisions will be made beyond the end of a given year, the planning 

horizon must be at least eighteen months. Coldrick et al. (2003) define the operational 

planning as being the day-to-day execution of an operational plan. Tactical planning is 

about delivering the year’s budget and the strategic plan for performance in future years. 

As an integrated form of decision making, it ultimately enables a business to monitor and 

update its strategies by using tactical planning and reporting, on a monthly basis, using the 

operating plan. 

 

Figure 33: S&OP Planning- Coldrick et al. (2003) 
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The main idea of S&OP is to integrate business, sales, and production planning. When the 

plans are created in silos and not aligned, it may lead to massive disconnect, department-

optimised plans, and many disputes between sales, marketing, and manufacturing. A typi-

cal situation is mentioned by Coldrick et al. (2003) The finance department raises an initi-

ative to improve working capital by reducing inventory levels (time purchased inventory 

is held until it is transferred into cash). When this initiative is not aligned with the market-

ing and sales departments, it could lead to customer service failures; when sales, marketing, 

and manufacturing initiate customer service improvements, it leads towards reduced work-

ing capital. One of the major findings at the beginning of implementing S&OP was that 

inventory and customer service resulted from the plan, while first and foremost supply and 

demand were the drivers. 

S&OP subsequently became a logistics matter for supply chain managers, who are meas-

ured by their volumes; it was the goal to get single volume numbers. Sales, marketing, and 

finance were more interested in a range of numbers. They started doing more of their own 

financial scenario planning, and without being linked to finances, volume forecasting be-

came less of a priority than the financial forecasting, as sales, marketing, and general man-

agement were measured on financial results, while manufacturing and the supply chain 

were measured on operational targets, based on volume predictions. As a result, any num-

ber provided by S&OP was overridden by the budget (Coldrick et al., 2003). 

The revolutionary idea behind the S&OP, according to Coldrick  et al. (2003), was that 

once a month, after forecasting the demand in the demand plan and the reconciliation of 

supply and demand, figures would be aligned with sales, production, and inventory. After 

this alignment, a pre-S&OP meeting would be set up, during which the aligned plans would 

be agreed upon, and another meeting would be prepared with department heads and C-

Level managers, for overall alignment. After that meeting, a reconciliation of volumes 

might be carried out with financials and a check against the budget in a respective period 

of time.  

With the growth of markets, globalisation, and so forth, the Group's environment became 

more complex, and with it, the S&OP planning process. Sales, marketing, and finance of 

the legal entities should be controlled regionally. The many sales and marketing units were 

interfaced with many procurement units. This is relevant, among other things, to the pro-

cess industry, whose operations are integrated in highly complex networks. 
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The S&OP process then developed increasingly into what is now referred to as Integrated 

Business Planning. 

 

Figure 34: Change from S&OP planning towards IBP- Coldrick et al. (2003) 

On the basis of figure 34, one can observe the change in the direction of an integrated 

decision-making process. For example, the coordination may be seen between the various 

functions after involving the finance department from the outset and changing the coordi-

nation from a volume-related to a business-related direction. In addition, especially in 

highly innovative sectors, innovations were thus managed, using the Stage Gate model.  In 

the new product launches, not only the share within which new products generate a positive 

cash flow was considered, but also the entire life cycle, and thus possible cannibalisation 

effects, etc.  A demand plan which is sustainable over eighteen months can only be 

achieved when the plans for functions are coordinated, volume and value are integrated, 

and finances as well as the supply chain are committed to the plan. While S&OP was done 

at the SKU level, Integrated Business Planning normally starts at a higher aggregated level.  

The process of integrated usability planning envisages that the supply side of the company 

does not take the lead in the S&OP process but proceeds in an integrated manner.  The 

establishment of a continuous coordination process is the most important step in S&OP, 

towards Integrated Business Planning.  This can be seen in figure 35. 



 

110 

 

 

Figure 35: Reconciliation within integrated business planning- Coldrick et al. (2003) 

The idea of the Integrated Business Planning process is to fit the fragmented elements of 

the value chain into one which is regionally integrated. The challenge of a multinational 

S&OP process is to define where the steps of an integrated business planning process (new 

activities, demand, supply, integrated reconciliation, and senior management review) have 

to take place. While new activity launches and demand management in the fast-moving 

consumer goods industries are usually handled in countries, new activity direction is man-

aged regionally or globally; supply is managed regionally, and reconciliation processes 

and senior management reviews are carried out in the countries and region. In pharmaceu-

tical and chemical companies, the decisions are by management, and taken globally. Figure 

36 shows the decision framework of a household goods company and the balancing of the 

different decision variables in a distributed environment – country, region and global. 
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Figure 36: Sample of a decision framework for a household goods company – Coldrick (2003) 

 

 

Figure 37: Sample of a decision dashboard sample with explanations 
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Figure 37 shows a typical decision support dashboard20 and how it could look. It depicts 

major KPIs related to the overarching goal of the plan. Also, there are assumptions in the 

data and major changes which are relevant during the current cycle, as well as their expla-

nations. Coldrick et al. (2003) point out that such decision support systems can be aug-

mented by modern information technology. The statistical forecast models are so complex 

that small changes have corresponding effects, and must be seen as a black box, due to the 

lack of explanation. Typical questions asked by management include the following: 

  

- What major assumptions is this forecast built on? 

- What changes to assumptions have been built into this forecast since the last cycle? 

- What issues and gaps should I know about? 

- What are the risks and opportunities surrounding this recent view? 

- What decisions have already been taken but are not yet reflected in this view? 

- What decisions should we be taking now? 

A statistical forecast in the context of an S&OP process is an important instrument; 

however, a high-level adjustment often has a greater effect than a change in a forecast 

at the SKU level. Further improvement of the forecast accuracy at the SKU level leads 

to an illusion of accuracy, which is not understood by management because the forecast 

lacks high-level assumptions (Coldrick et al., 2003). 

 

                                                      
20 Such a decision board can be seen as a good example for an implementation of Re_fish (s. chapter 5.2.7) 
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Figure 38: Recognising inherent uncertainty (s. scenario planning) – Coldrick et al. (2003) 

The further into the future the forecast goes, the more uncertain it is the forecasts are there-

fore forecast scenarios used to make assumptions about parameters (external and internal). 

Figure 38 is a good illustration of the uncertainty of planning and decisions made in the 

present based on assumptions about the future. The use of different scenarios requires dif-

ferent inputs from the business and an understanding of how and when to use the results, 

taking into account uncertainties; this shows the maturity of an organisation in using inte-

grated business planning.  Integrated business planning is a technology-based approach to 

managing a company's future-oriented activities, i.e., forecasting, planning and budgeting. 

It enables each business unit to plan meaningfully and provide the figures for company-

wide planning, budget analysis and reporting: The sales department plans sales, the mar-

keting department plans marketing, the manufacturing units plan manufacturing. Inte-

grated business planning makes it easy to take the necessary information from the individ-

ual departmental plans and immediately consolidate it into a company-wide view. Inte-

grated corporate planning has several advantages. One is that an integrated approach sup-

ports a highly participative, collaborative, action-oriented style of planning and budgeting 

that builds on short, frequent planning sprints. This promotes more accurate plans as re-

finements are made at shorter intervals, allowing greater flexibility in responding to market 

or competitive changes. An ongoing, collaborative dialogue on target achievement brings 

together finance, business unit managers and executives to promote better alignment and 

buy-in. When other departments in a company see the budget as the finance department's 
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work and not their own, it is harder to achieve accountability. And that can easily happen 

if you spend a lot of time rolling up and consolidating spreadsheets (Coldrick et al. 2003).  

Kugel (2023), from Ventana Research, points out that an important benefit of integrated 

business planning is that plans can be more relevant. As well, corporations that have short 

planning cycles are able to update their plans more frequently. Ventana Research found 

out that under one-half of organisations state that their workforce plans remain relevant 

over their whole planning period, and only the low number of 45% of demand plans remain 

relevant, even after being updated every month or at least every quarter. In terms of finan-

cial plans, Ventana found out that only 29% of the budgets remain relevant during the 

planning period (yearly). In effect, the organisation (especially the departmental leaders) 

start improvising.  There may also be a lack of coordination between business units and 

departments (organisational adjustment s. 2.3.3 – the strategic planning process). There-

fore, integrated business planning is highly beneficial to the senior leadership team, as it 

achieves a closer strategic alignment across the whole corporation, achieved by dint of a 

high participation and collaborative process that combines operational as well as financial 

elements (Kugel, 2023). 

The main idea behind Integrated business planning is to integrate all plans within a corpo-

ration, to deploy the business strategy and drive business management. Scenarios are also 

part of the concept to optimise the business plans and the performance. Integrated Business 

Planning processes are enabled by technology – that is, supported by information systems. 

Depending on the complexity, it might be even necessary to use applications to plan and 

simulate decision alternatives (Markin et al., 2021). However, AI systems can add value 

to even this process. This can be by using AI models to forecast the demand and supply 

planning – or by using specific models within the plan. To get the expected results, it is 

necessary to provide the user (stakeholder) with current understandable and trustworthy 

explanations (s. Chapter 3). 

2.3.3 Decision Making and Explanations in Planning in the Process Industry 

In Chapter 2.3, planning and decision making was introduced as one of the main tasks in 

the management cycle of a company. The reason for the planning consists of the deviation 

of the system state under consideration from a desired state, as perceived by the planner. 

This deviation is considered in need of optimisation or as no longer acceptable. This is 
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referred to as a problem "[...] which can therefore be regarded as a deviation of a current 

or expected state from a desired state described by goals. It can also be described as a 

decision problem". Decisions must be made to solve the problem, e.g., to eliminate the 

deviation from the desired state (s. Chapter 2.3) (Klein & Scholl, 2011; Chakraborti et al., 

2020). 

In figure 30 (s. Chapter 2.3), the management process consisting of planning, organisation, 

leadership, and control is shown, which is supported by the cross functional systems that 

are controlling and information management. 

The task of planning is to develop and provide measures (and alternative measures) to 

solve the decision problem and close the problem gap – the difference between the initial 

state and the target state. According to Klein/Scholl (2011), the main features of planning 

are as follows: 

 Goal oriented 

A goal must be defined in advance, which describes a desired state and thus shows 

the gap in relation to the current state. 

 Design oriented 

Planning serves the planner(s) as an instrument to shape the future state, according 

to the ideas of the planner(s). 

 Future oriented 

Planning is a more forward-looking and uncertain process, as future developments 

are difficult to predict. 

 Rational process 

Planning is a rational process, but is also subject to the imperfection of information 

-- Bounded Rationality 

 Information processing process 

Planning involves collecting, storing, selecting, processing, and transmitting infor-

mation. 

 Subjective process 
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Planning is a subjective process that is reflected in the selection of the planning 

object, the objectives, the planning method, and the evaluation of the results.  

Planning can therefore be seen as a fundamentally systematic and rational process based 

on incomplete information to solve decision-making problems, taking into account factual 

objectives (Klein & Scholl, 2011). A planning or decision-making problem can be de-

scribed, according to Wild (1982), based on the following criteria: 

 

 the time range of the planning/decision problem 

 the duration of the problem solution and, if necessary, the possibility of modification 

 the extent of uncertain environmental influences and dynamics of the environment 

 information needs for problem-solving 

 the grade of innovations 

Wild categorises a planning or decision-making problem in accordance with the following 

criteria (Klein & Scholl, 2011; Wild, 1982): 

 

 based on the time range of the planning/decision problem 

 the duration of the problem solution and, if necessary, the possibility of modification 

 the extent of uncertain environmental influences and dynamics of the environment 

 information needs for problem solving 

 the grade of innovations. 
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Figure 39: Planning concepts and definitions - based on (Klein & Scholl, 2011) 

As already mentioned, planning can be categorised according to different criteria and 

mapped to the management process; however, it is necessary to define terms concerning 

planning (s. figure 39). 

 

Initial state: 

According to Klein and Scholl (2011), the initial state is a previous or future fact of a 

system that the planner(s) cannot influence. These facts are therefore referred to as prede-

termined or estimable data.  Due to the uncertainty of the planning, several possible but 

different target states can be considered in the planning, called scenarios (scenarios or sce-

nario states). 

Problem / Decision Problem: 

The problem can be described as the difference between a current or predicted initial state, 

perceived as unsatisfactory or unacceptable, and a desired or desired target state. This dif-

ference solves tension which the decision-maker or planner tries to eliminate. It is im-

portant to note that problems are not real but purely subjective constructs. The difference, 

or the tension caused by it, can be remedied by solving the problem in which the initial 

state is converted into the ideal final state (Berens & Delfmann, 2004). 
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Alternative courses of action: 

The action alternatives describe the various design options that can be used or utilised by 

the planner as measures to achieve the desired target state. These measures affect the var-

iables, namely the system facts that can be influenced by the planner. There are also dif-

ferent interdependencies between the variables of a system (Klein & Scholl, 2017). 

Action results: 

The various results of the measures serve to assess the different alternative courses of ac-

tion about their contribution to achieving objectives. 

Target State: 

Goals and targets describe the desired target state. These objectives and goals can, in turn, 

be related to each other and, e.g., compete with each other. 

Plan: 

The result of the plan is one or more systems of problem-solving measures, which contain 

the definition of the problem, the objectives, the interdependencies, the results of the ac-

tion, and also "instructions for the implementation and control of the execution of the plan" 

(Klein & Scholl, 2011). 

As mentioned above, planning pertains to information processing, and therefore, the term 

information must be defined. Information is purpose-oriented or decision-relevant 

knowledge. In the planning or planning process, information on various sub-areas is re-

quired. For example, information is needed about the state of the problem, the goals, the 

various alternative courses of action, different environmental developments, and interde-

pendencies between actions and their results. Data is information relating to facts that can-

not be influenced whether present or future. The data character of information is therefore 

situational, personal, and problem dependent (Klein & Scholl, 2011).  

Planning is a decision problem related to complex natural systems and it is therefore nec-

essary to reduce the complexity of this problem using a model. 

Enterprises and phenomena in economics are described as being systems. Systems are el-

ements (objects) which are linked by types of relations. Models can be homomorphic or 

isomorphic, dependent on structural identity (Kastens & Kleine Büning, 2021; Stachowiak, 

1983; Berens & Delfmann, 2004). 
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The following describes the planning process based on Kaplan and Norton’s (2008) Stra-

tegic Management Cycle - from a strategic level -- strategic planning, down to the opera-

tional level -- and is shown in figure 40. The whole process aims to develop a strategic and 

operational plan. The process starts with developing the strategy (1) – defining the compa-

ny's mission, values, and vision. Subsequently, a strategic analysis is conducted, e.g., by 

using the scenario planning technique (s. Chapter 2.3.1). The next step is to define a strat-

egy map (or balanced scorecard) by using the measures and targets for the strategic objec-

tives. It is used to integrate the four perspectives of the Balanced Scorecard (s. figure 41). 

The defined strategic plan and its artifact, the strategy map, is used for communication and 

alignment of the organisation. The next step 3 includes the building of the financial plan 

and the start of the sales forecast. With these steps, the planning process moves from the 

strategic level towards the operational level.  

 

Figure 40: Strategy Management Cycle of Kaplan and Norton (2008) 

On the tactical level, the integrated business plan is used to integrate and align all plans (s. 

Chapter 2.3.2)  
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Figure 41: Strategy Map – Balanced Scorecard by Kaplan and Norton (1992) 

In figure 42, the whole process is shown on a timeline starting from the right with a two-

year perspective ahead, and then moving to the left with a perspective on the past (report-

ing) on combining the above described strategic and operational planning process with 

monitor and learn, and test and adapt (left side of the graphics).  

 

Figure 42: Planning and reporting and monitoring on a timescale 

The main goal of a management process can be different from company to company.  Most 

of the time it concerns increasing, shareholder value. For example, an improvement of cost 

structure can increase long-term shareholder value (reduction of costs of goods sold, pro-

cess innovation within the production process, and therefore reduced production cost via 

the scale effect or learning effect, the reduction of R&D costs). The other area is improving 

asset utilization–optimising fixed assets and reducing working capital. There is also the 
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option to expand revenue opportunities and enhance the customer value, as relevant areas 

on how to improve the long-term shareholder value. 

When it comes to goal setting, one of the main objectives of a life science company is to 

increase shareholder value. Figure 43 shows a strategy map with the four perspectives of 

the balanced scorecard:  financial, customer, internal (process), and learning and growth. 

The shareholder value can be increased by improving the cost structure, e.g., reducing the 

COGS/COS, and/or reducing the SG&A costs. Another mechanism can be to increase rev-

enue and improve the margin, for instance by reducing the R&D expense in percentage of 

revenue. Process industries, especially chemical and life science companies, are a mature 

and highly industrialised and automatised industry sector and use a high volume of equip-

ment and machinery. Therefore, another way to increase shareholder value is by improving 

capital efficiency – and this means optimising fixed assts and reducing working capital.  

 

 

Figure 43: Strategy map with drivers 

Figure 43 shows an example of a strategy map with drivers. The main objective in this case 

is to maximise long-term shareholder value (SVA): 

SVA = 𝑁𝑂𝑃𝐴𝑇 − 𝐶𝐶      (f5) 

Total Cost =𝑆𝐺&𝐴 + 𝐶𝑂𝐺𝑆     (f6) 

Asset Utilisation = 
𝑇𝑜𝑡𝑎𝑙 𝑂𝑝𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑎𝑙 𝐻𝑜𝑢𝑟𝑠

𝑇𝑜𝑡𝑎𝑙 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐻𝑜𝑢𝑟𝑠
   (f7) 
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Following the structure of the strategic management process (s. figure 40), the main parts 

of the planning are: 

1. Develop Strategy 

 Input 

o Company mission, values, and vision 

 Main process steps within “Develop Strategy” 

o Strategic analysis – scenario planning technique 

 Deliverables  

o Scenario planning 

 Succeeding process 

o Plan the strategy. 

 Stakeholders 

o Principal/ board of directors 

o Strategic planner 

o Strategic analyst 

2. Plan Strategy 

 Input 

o Company mission, values, and vision 

o Selected scenario 

 Main process steps within “Plan Strategy” 

o Strategic analysis – scenario planning technique 

 Deliverables  

o Strategy map 

o Balanced scorecard 

 Succeeding Process 

o Align the organisation 

o Strategic plan 

 Stakeholders 
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o Principal/ board of directors 

o Strategic planner 

o Strategic analyst 

3. Align the Organisation 

 Input 

o Strategic initiatives 

o Select scenario 

o Balanced scorecard - metrics 

 Main process steps within “Plan Strategy” 

o Align and structure organisation 

 Deliverables  

o Organisational structure 

 Succeeding process 

o Plan operations 

 Stakeholders 

o Strategic planner 

o Board of directors/managers 

4. Plan Operations 

 Input 

o Selected scenario 

o Strategy map 

o Balanced scorecard - metrics 

 Main process steps within “Plan Strategy” 

o Integrated business planning 

 Deliverables  

o Financial budget/plan 

o Sales forecast/demand plan 

o Resource and requirements 

o Supply plan 
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o Inventory plan 

o Consensus plan 

 Succeeding process 

o Monitor and learn. 

 Stakeholders 

o Demand-, supply-, production-, inventory-, financial planner 

o Strategic planner 

o Board of directors/managers 

In this process from strategic management and planning towards tactical level – stakehold-

ers are involved (as we can see above – and see below) – Some of these stakeholders are 

the decision-makers (managers) we mentioned at the beginning of this thesis (see chapter 

1). Within the planning process, each of these stakeholders carries out a decision-making 

process if they are entrusted with one. The model of Simon (2019) 21 gives an overview of 

how such a decision process works. An AI system that wants to support a decision-maker 

in making decisions must support the sub-processes of intelligence, design and choice, or 

be able to explain them if the decision is made automatically. This model follows a four-

phase approach. The process first included three major phases, namely intelligence, design, 

and choice. At a later stage, he added a fourth phase – implementation. 

 

                                                      
21 Simon (2019) later was awarded with the Noble Prize for this theory. 
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Figure 44: Decision making modelling process – (Simon, 1977; Sharda et al., 2020) 

In figure 44, it is shown that there is a continuous flow of activity: intelligence - design - 

choice. A feedback loop can go back to the previous phase at every stage. Building a model 

is an essential part of the decision-making process. The feedback loops show the often-

non-linear decision-making process, from problem discovery to solution via decision-mak-

ing. The process starts with the intelligence phase, in which the problem is identified and 

defined. In the design phase, a model representing the problem is built. To simplify the 

model, construction assumptions are made.  

 

In the Choice phase, a proposed solution for the model is selected and the solution is then 

tested. Finally, if the solution makes sense, it is implemented. Successful implementation 

also results in solving the real problem. A failure leads one to return to an earlier phase in 

the process, which may occur at any point, as mentioned in the beginning (re. feedback 

loops). Explanations are especially important during the “intelligence” phase of decision 

making, when the decision maker seeks the amount, quality, and timeliness of information, 

to be able to decide. Especially in this phase, models and systems of AI are able to provide 

significant value to the decision maker. Simon discovered that the limited availability of 

information causes a significant deterioration of decision quality and effect (Simon, 2019). 
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(This and the following in anticipation of Chapter 3.3 (see Chapter 3.3), in order to clarify 

the connections between decisions, explanations and XAI) In order to enhance the under-

standing of the connections between decisions, explanations, and Explainable AI (XAI), a 

new research approach called Explainable AI Planning (XAIP) has been developed. The 

focus of XAIP is to provide explainability in complex planning situations where users in-

teract with AI technologies (especially e.g., with robotics or autonomous vehicles)22. This 

approach is aimed at enhancing trust among end users. Although XAIP mostly applies to 

robotics, particularly models of autonomous agents moving in environments, it can also be 

adapted to XAI in business planning with some modifications. Chakraborti et al. (2020) 

distinguish between the end user (stakeholder, business user, or planner), the domain ex-

pert, and the developer, in their approach. An AI model could implement Simon's (1977) 

decision cycle sub-processes as capabilities for a sub-area of planning, such as scenario 

planning or tactical planning. For instance, one capability of the AI agent could be to de-

termine the optimal scenario from available options based on strategic KPIs to achieve 

objectives (intelligence - design - choice).: 

 

𝛿𝜋: 𝐶 ×→  𝑆 × ℝ   (f8) 

 

With C being a set of capabilities of the agent or being available to the agent, S as the set 

of States and the real number is the cost of making the transition. There is now the planning 

Algorithm A: П × τ→ 𝜋 The planning algorithm solves П subject to τ (=optimal planning, 

s.o.) 

The plan will now be 𝜋 =  ⟨𝑎𝑖, 𝑎𝑖, … , 𝑎𝑛⟩𝑎𝑖 ∈ 𝐴, which transforms the current state (any 

state) I ∈ 𝑆 of the agent (model) to its goal G ∈ 𝑆 with 

 

𝛿𝜋(𝜋, 𝐼) =  ⟨𝐺, ∑ 𝑐𝑖 ⟩𝑎𝑖 ∈ 𝜋 
  (f9) 

 

With c(𝜋) being the plan cost  

Now in a planning problem, the explainee asks the explainer the questions and the ex-

plainer will answer with: 

Q.: “Why 𝜋? ” 𝑜𝑟 “𝑊ℎ𝑦 𝑛𝑜𝑡 𝜋′? ” 

                                                      
22 S. also PPDL, MAPL etc. 
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A.: An explanation Ꜫ such that the explainee can verify 

A: П × τ↛; 𝑜𝑟     (f10) 

A: П × τ→ 𝜋′𝑤𝑖𝑡ℎ 𝜋 ≡ 𝜋′ 𝑜𝑟 𝜋 >  𝜋′  (f11) 

Ꜫ, the explanations, can now be classified into three different categories - explanations 

regarding the algorithm, the model or the plan. Not all types of explanations are relevant 

for all users (stakeholders), resulting in a matrix of 3 user groups and 4 explanation cate-

gories (algorithm-based, model-based with inference and model reconciliation and plan-

based explanations). Explanations related to the steps, i.e., algorithm-based questions or 

answers, and the current status/state of the model or the steps of the plan, are relevant for 

the developers (see the module called "Tracker" in Chapter 5.2.5 as a solution to this). 

Model-based explanations are relevant for the end user (business user, planner, etc.) as 

well as for the domain designer (domain expert). 

A user has less computational power than the AI model, so the gap in “understanding” AH 

the user can be used to 

A: П × τ→ 𝜋   and AH : П × τ↛ 𝜋 ;   (f12) 

Therefore, the user (domain expert or business user) seeks for an explanation to close the 

gap – “inferential reconciliation”: 

AH : П × τ →
Ꜫ 𝜋    (f13) 

To achieve this the user might ask questions like: 

Q1: “Why is this action in this plan or why a Ꜫ 𝜋? "  

The explanation here is a causal link chain (s. below – causal inference) or 

Q2: “Why not this other plan 𝜋′? " (contrastive) 

This means that a desired goal (contrastive foil) cannot be achieved but is seen by the user 

as a constraint - and an explanation is produced to identify an exemplary plan that satisfies 

these constraints and so show why and how the calculated plan is better. The explanation 

must therefore reconcile the result of the model and the user's mental model. 

A: П × τ→ 𝜋      (f14) 

ПH + Ꜫ → ПH*  so that A: ПH* × τ→ 𝜋  (f15) 
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The planning-based explanations show a complete representation of the respective plan as 

an explanation. In the following, however, we will first describe typical decision variables 

that can occur in the context of corporate planning (Chakraborti et al., 2020). 

As shown in 2.3.2 “Integrated Business Planning”, the term tactical sales and operations 

planning (S&OP) and the term integrated business planning may be understood to mean 

cross-functional integrated tactical planning, in a company whose intention is to integrate 

all different plans (procurement, production, demand, distribution, and financial or budg-

eting) to get a single plan. The time horizon of the integrated business planning spans from 

three to eighteen months, so it also covers and supports the annual business planning pro-

cess at a product family level. The following focus is on the classic four plans within inte-

grated planning, namely procurement, production, distribution, and sales. There will be no 

differentiation between S&OP and integrated business planning. The financial plan will 

only be respected where necessary to limit the scope. To integrate the different plans, IT 

systems must be aligned entirely and support this approach. The integrated solutions will 

search for an optimal solution and make automated decisions. Particularly when AI models 

are used, the decision-maker must understand the decisions being made. In their research, 

Pereira et al. (2020) emphasize that future advanced planning systems must better and more 

proactively support planning processes because of growing complexity; the authors devel-

oped a framework in which they investigate and define which decision parameters (strate-

gic, tactical, operational) have to be made, and on which level, in integrated business plan-

ning. The framework is shown in figure 45. 
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Figure 45: Holistic framework for tactical sales and operations planning- Pereira et al. (2020) 
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The framework includes the strategic planning (s. above “1. Develop Strategy” and “2. 

Plan the Strategy”) and on the tactical level “Procurement Planning”, “Production Plan-

ning”, Distribution Planning” and “Sales Planning”. The framework differs between deci-

sions (to be made by a specific stakeholder), external parameters, and strategic inputs. On 

the strategic and tactical level, the granularity of the planning is on bottleneck (for a spe-

cific section), family (product family or at least product level) and monthly level (or 

weekly). On the operational level (ordering materials, production scheduling, transport and 

warehouse planning and order acceptance and sales operations) the planning granularity is 

on the machine level, product level and weekly level which take over the planning at the 

tactical level. The focus of this work is on the mid-term decision variables, external pa-

rameters, strategic inputs, and inputs from other plans and on sales planning. For sales 

planning (s. figure 46), e.g., the identified strategic inputs, which cannot be decided by the 

planner or stakeholders at the tactical level, these parameters are: 

- Markets 

- Clients' segments 

- Product portfolio 

- Demand shaping strategies. 

 

Figure 46: Sales Planning- Pereira et al. (2020) 

External parameters are the demand from the market, partially known in advance or pre-

dicted based on past sales. Particular knowledge about the market can be seen as expertise. 
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Here, AI can help by analysing current information about the market and anticipating fu-

ture demand or demand changes for a specific product. Here, it can be significantly advan-

tageous for a company to rely on a hybrid AI model – with comprehensive market data 

comprising a knowledge base which is built automatically, adjusted, and enriched by ex-

perts. Such a system can detect even “weak signals” of market change and adjust a forecast 

accordingly (s. Chapter 2.3.1 “Scenario Planning”). Also, reference processes, backlog-

ging, and marketing costs are external in this decision context. To make a decision about 

the “order acceptance and sales operational planning”, other decisions need to have been 

made about “order acceptance” (meaning those concerning orders, which can already be 

seen), “sales backlogging”, and “pricing” to evaluate the forecast, planned “promotions”, 

and already-signed “sales contracts”. That is, before decisions about “order acceptance” 

and “sales backlogging” are made, others must be made beforehand. These decisions occur 

when demand fulfilment is not given or when capacity is insufficient (as extension of ca-

pacity is a decision which is made on a strategic level as a kind of feedback loop and is 

therefore a strategic input given to a current plan and cannot be changed).  The “order 

acceptance” is the strategy to accept and fulfil the most crucial customer orders, even ac-

cepting penalties when it is not possible to not accept the order. Any decision must take 

into consideration what is better for the company. “Sales backlogging” is about postponing 

the sales order given by customers, with the risk that they are not accepting postponement.  

 

Figure 47: Production planning- Pereira et al. (2020) 

External parameters are the holding costs, production costs and setup costs, which are also 

included here as parameters in the model. The plan defines the production quantity of the 
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product. If seasonality is relevant, the tactical or mid-term production planning (s. figure 

47) must be able to cope with these demand variations. According to Pereira, three strate-

gies can be distinguished. First. Additional quantities can be produced in advance to be 

able to meet the peak in demand later. secondly. Additional capacities can be made avail-

able temporarily through additional workers. Thirdly. Through subcontractors, external 

suppliers can temporarily provide additional capacity to meet the additional demand. These 

decisions can be modelled in the variables inventory targets, overtime needs, hiring needs, 

subcontracting needs. Subcontracting and hiring needs are purchasing activities that re-

quire explicit market research by the purchasing department. Raw material requirements 

can be communicated to the purchasing department directly on the basis of production 

quantities. Inventory fulfilment translates the requirements of the fulfilment rate of the 

production requirements. The key decisions in the production area are therefore the pro-

duction quantities, production to stock and the associated decisions on inventory levels.  

 

Based on the planning horizon, production planning is a multi-period planning problem.(s. 

figure 47) The planning period in the literature ranges from weeks to 2 years. The planning 

can be broken down into weekly or monthly time buckets. Daily time buckets are usually 

linked to operational planning. Usually, the production planner plans at the product level 

or at least at the aggregated product family level. So, as to reduce the complexity of the 

model. In a large supply chain network with several production sites, production planning 

also results in a multi-location planning problem.  

 

Tactical procurement planning (s. figure 48) aims to acquire the most cost-efficient pur-

chasing plan for the required resource from the market in order to meet the needs of pro-

duction. The production needs, which consist of raw material needs and hiring and sub-

contracting needs, are the main decision parameters of purchasing planning.  Tactical pur-

chasing planning is included in the model as external strategic parameters. These are the 

strategic suppliers and any existing cooperation programmes.  

 

There are also a couple of external parameters. External costs, for example, for raw mate-

rials, human labour, subcontracting and holding and market availability. Such as supplier 
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capacity, subcontractor capacity and human labour availability. The procurement plan de-

fines the number of raw materials and final product, which will be ordered from the market 

and the decisions are the order quantity and subcontracting order quantity. It may be nec-

essary that the raw materials have to be stored, therefore inventory targets have to be given. 

Depending on the industry, it may be necessary to conclude contracts with suppliers. In the 

labour market, human labour needs make it necessary to bind the required quantity of 

workers to the company through contracts. 

 

Figure 48: Procurement planning - Pereira et al. (2020) 

The decision parameters include order quantities and inventory levels, as well as supplying 

contracts, subcontractor order quantities and workforce requirements.  In many cases, com-

panies stockpile raw materials to compensate for lacks in supply chain capacity, such as 

the availability of raw materials. Inventory targets are calculated based on production re-

quirements. 
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Figure 49: Distribution planning - Pereira et al. (2020) 

Tactical - mid-term distribution is to bridge the gap between the production and the cus-

tomer. Its goal is to fulfil the demand by considering transportation and warehousing ca-

pacity with the lowest costs. External information respective parameters are- holding costs, 

shipping costs, shipping capacity and warehousing capacity - and from the strategic plan-

ning distribution (s. figure 49) locations, distribution system and intended lead time and 

service level are inputs to the model. If the demand is not fulfilled after the planning, the 

distribution planner must negotiate with the sales planner. The distribution strategy is about 

the balancing between ownership or outsourcing via 3PL. Decision variables are demand 

fulfilment and client allocation, the shipping quantities are to ship the number of finished 

products in a given environment like the design of the supply chain network, the distribu-

tion system. Main goal is to optimize efficiency and costs. 

Distribution planning also comprises transportation requirements and transportation 

modes, like e.g., route planning.  

The whole model of strategic management and planning- scenario planning and integrated 

corporate planning was used to illustrate the various decision variables. this serves to iden-

tify the stakeholders of corporate planning and their requirements. 
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2.3.4 Stakeholders in Corporate Planning in the Process Industry 

The stakeholders, which in (software) architecture are seen “an individual, team, or organ-

isation (or classes thereof), with interests in (or concerns relative to) a system.” (Lankhorst, 

2017), of the corporate planning process in the process industry are shown in the tables 7- 

10 below.  

Stakeholders of corporate planning are: 

 Society, supranational/ global or regional government, regulators- auditors 

 Owner 

 Board of directors/executive managers 

 Strategic Plan: 

o strategic planner 

 Demand Plan:  

o demand planner (marketing planner) 

o distribution planner 

 Supply Plan:  

o production planner, 

o inventory planner 

 

If one follows the presentation by Bejger/Elster (2020), one recognises that further stake-

holders can be outside the company, such as the owner of the company, the regulator, the 

auditors, the regional or country-related social society (e.g., society in Germany) and the 

supranational society (e.g., the European Union).  
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Table 7: Stakeholder Map A – Model and Decision Variables - Part I 
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Table 8: Stakeholder Map A – Model and Decision Variables - Part II 
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Table 9: Stakeholder Map A – Model and Decision Variables - Part III 
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Table 10: Stakeholder Map A – Model and Decision Variables - Part IV 

 

ID
St

ak
eh

ol
de

r  
G

ro
up

St
ak

eh
ol

de
r

Do
m

ai
n

Ty
pe

 
De

ci
si

on
 

In
pu

t f
or

 p
la

n
In

pu
t f

ro
m

 p
la

n
De

liv
er

ab
le

Le
ve

l
In

du
st

ry
 re

m
ar

ks
Im

pa
ct

ed
 S

ta
ke

ho
ld

er
De

sc
rip

tio
n

De
ci

si
on

/ s
pe

ci
fic

at
io

n
AI

 M
et

ho
d

Ex
pl

an
at

io
n 

M
et

ho
d

Le
ve

l o
f C

au
sa

l h
ie

ra
rc

hy
Ex

pl
an

at
io

n 
Ty

pe

IP
6

Bu
sin

es
s 

Us
er

Di
st

rib
ut

io
n 

pl
an

ne
r

Di
st

rib
ut

io
n 

Pl
an

nin
g

In
pu

t f
ro

m
 o

th
er

 

pl
an

In
ve

nt
or

ie
s 

fu
lfil

lm
en

t
Tr

an
sp

or
t a

nd
 

w
ar

eh
ou

se
 p

la
nn

ing

Di
st

rib
ut

io
n 

pl
an

In
ve

nt
or

ie
s 

fu
lfil

lm
en

t

EP
15

Bu
sin

es
s 

Us
er

Di
st

rib
ut

io
n 

pl
an

ne
r

Di
st

rib
ut

io
n 

Pl
an

nin
g

Ex
te

rn
al

 p
ar

am
et

er
Ho

ld
ing

 c
os

ts
Tr

an
sp

or
t a

nd
 

w
ar

eh
ou

se
 p

la
nn

ing

Di
st

rib
ut

io
n 

pl
an

Ho
ld

ing
 c

os
ts

EP
16

Bu
sin

es
s 

Us
er

Di
st

rib
ut

io
n 

pl
an

ne
r

Di
st

rib
ut

io
n 

Pl
an

nin
g

Ex
te

rn
al

 p
ar

am
et

er
Sh

ip
pi

ng
 c

os
ts

Tr
an

sp
or

t a
nd

 

w
ar

eh
ou

se
 p

la
nn

ing

Di
st

rib
ut

io
n 

pl
an

Sh
ip

pi
ng

 c
os

ts

EP
17

Bu
sin

es
s 

Us
er

Di
st

rib
ut

io
n 

pl
an

ne
r

Di
st

rib
ut

io
n 

Pl
an

nin
g

Ex
te

rn
al

 p
ar

am
et

er
Sh

ip
pi

ng
 c

ap
ac

ity
Tr

an
sp

or
t a

nd
 

w
ar

eh
ou

se
 p

la
nn

ing

Di
st

rib
ut

io
n 

pl
an

Sh
ip

pi
ng

 c
ap

ac
ity

EP
18

Bu
sin

es
s 

Us
er

Di
st

rib
ut

io
n 

pl
an

ne
r

Di
st

rib
ut

io
n 

Pl
an

nin
g

Ex
te

rn
al

 p
ar

am
et

er
W

ar
eh

ou
sin

g 
ca

pa
cit

y
Tr

an
sp

or
t a

nd
 

w
ar

eh
ou

se
 p

la
nn

ing

Di
st

rib
ut

io
n 

pl
an

W
ar

eh
ou

sin
g 

ca
pa

cit
y

SI
13

Bu
sin

es
s 

Us
er

Fi
na

nc
e/

 

Fi
na

nc
ia

l 

Pl
an

ne
r

Fi
na

nc
ia

l P
la

n/
 B

ud
ge

tS
tra

te
gi

c 
In

pu
t

St
ra

te
gi

c-
 ta

ct
ica

l f
ina

nc
ia

l 

go
al

s

Fi
na

nc
ia

l P
la

n
Fi

na
nc

ia
l P

la
n/

 

Bu
dg

et

Al
l o

th
er

 p
la

nn
er

, 

m
an

ag
em

en
t b

oa
rd

, 

bo
ar

d 
of

 d
ire

ct
or

s

In
pu

t f
ro

m
 s

tra
te

gi
c 

pl
an

nin
g,

 

ba
la

nc
ed

 s
co

re
ca

rd

SI
14

Bu
sin

es
s 

Us
er

Fi
na

nc
e/

 

Fi
na

nc
ia

l 

Pl
an

ne
r

Fi
na

nc
ia

l P
la

n/
 B

ud
ge

tS
tra

te
gi

c 
In

pu
t

St
ra

te
gi

c 
sc

en
ar

io
 - 

sc
en

ar
io

 

pa
ra

m
et

er
s 

se
le

ct
ed

Fi
na

nc
ia

l P
la

n
KP

I- 
Ba

la
nc

ed
 

Sc
or

ec
ar

d

Fi
na

nc
ia

l P
la

n/
 

Bu
dg

et

Al
l o

th
er

 p
la

nn
er

, 

m
an

ag
em

en
t b

oa
rd

, 

bo
ar

d 
of

 d
ire

ct
or

s

In
pu

t f
ro

m
 s

ce
na

rio
 a

na
lys

is 
an

d 

se
le

ct
ed

 s
ce

na
rio

SI
15

Bu
sin

es
s 

Us
er

Fi
na

nc
e/

 

Fi
na

nc
ia

l 

Pl
an

ne
r

Fi
na

nc
ia

l P
la

n/
 B

ud
ge

tS
tra

te
gi

c 
In

pu
t

Ca
pe

x 
pr

oj
ec

ts
 p

la
nn

ed
Fi

na
nc

ia
l P

la
n

Ca
pe

x 
pl

an
Fi

na
nc

ia
l P

la
n/

 

Bu
dg

et

s.
 b

us
ine

ss
 m

od
el

 o
f p

ro
ce

ss
 

ind
us

try
 - 

ch
ap

te
r 2

Al
l o

th
er

 p
la

nn
er

, 

m
an

ag
em

en
t b

oa
rd

, 

bo
ar

d 
of

 d
ire

ct
or

s

In
pu

t f
ro

m
 s

tra
te

gi
c 

pl
an

nin
g,

 

inv
es

tm
en

t p
ro

je
ct

s 
an

d 
ini

tia
tiv

es

SI
16

Bu
sin

es
s 

Us
er

Fi
na

nc
e/

 

Fi
na

nc
ia

l 

Pl
an

ne
r

Fi
na

nc
ia

l P
la

n/
 B

ud
ge

tS
tra

te
gi

c 
In

pu
t

M
&A

 p
ro

je
ct

s 
pl

an
ne

d
Fi

na
nc

ia
l P

la
n

M
&A

 p
la

n
Fi

na
nc

ia
l P

la
n/

 

Bu
dg

et

s.
 b

us
ine

ss
 m

od
el

 o
f p

ro
ce

ss
 

ind
us

try
 - 

ch
ap

te
r 3

Al
l o

th
er

 p
la

nn
er

, 

m
an

ag
em

en
t b

oa
rd

, 

bo
ar

d 
of

 d
ire

ct
or

s

In
pu

t f
ro

m
 s

tra
te

gi
c 

pl
an

nin
g-

 

M
&A

 in
itia

tiv
es

 

IP
7

Bu
sin

es
s 

Us
er

Fi
na

nc
e/

 

Fi
na

nc
ia

l 

Pl
an

ne
r

Fi
na

nc
ia

l P
la

n/
 B

ud
ge

tI
np

ut
 fr

om
 o

th
er

 

pl
an

Ne
w

 p
ro

du
ct

s 
pl

an
ne

s,
 fi

rs
t 

hig
h 

le
ve

l s
al

es
 p

la
n

Fi
na

nc
ia

l P
la

n
Ne

w
 p

ro
du

ct
s 

pl
an

Fi
na

nc
ia

l P
la

n/
 

Bu
dg

et

s.
 b

us
ine

ss
 m

od
el

 o
f p

ro
ce

ss
 

ind
us

try
 - 

ch
ap

te
r 4

Al
l o

th
er

 p
la

nn
er

, 

m
an

ag
em

en
t b

oa
rd

, 

bo
ar

d 
of

 d
ire

ct
or

s

In
pu

t f
ro

m
 R

&D
 a

nd
 m

ar
ke

tin
g,

 

sa
le

s 
ab

ou
t i

nt
ro

du
cin

g 
ne

w
 

pr
od

uc
ts

 w
ith

in 
ta

ct
ica

l t
im

e 
sp

an

IP
8

Bu
sin

es
s 

Us
er

Fi
na

nc
e/

 

Fi
na

nc
ia

l 

Pl
an

ne
r

Fi
na

nc
ia

l P
la

n/
 B

ud
ge

tI
np

ut
 fr

om
 o

th
er

 

pl
an

Hi
st

or
ic 

pl
an

 w
ith

 a
ss

um
pt

io
ns

 

an
d 

ad
jus

tm
en

ts

Fi
na

nc
ia

l P
la

n
Hi

st
or

ic 
pl

an
Fi

na
nc

ia
l P

la
n/

 

Bu
dg

et

Al
l o

th
er

 p
la

nn
er

, 

m
an

ag
em

en
t b

oa
rd

, 

bo
ar

d 
of

 d
ire

ct
or

s

Us
e 

his
to

ric
 p

la
n 

w
ith

 

ad
jus

tm
en

ts
 d

er
ive

d 
fro

m
 th

e 

st
ra

te
gi

c 
pl

an

IP
9

Bu
sin

es
s 

Us
er

Fi
na

nc
e/

 

Fi
na

nc
ia

l 

Pl
an

ne
r

Fi
na

nc
ia

l P
la

n/
 B

ud
ge

tI
np

ut
 fr

om
 o

th
er

 

pl
an

He
ad

co
un

t e
tc

Fi
na

nc
ia

l P
la

n
Fi

na
nc

ia
l P

la
n/

 

Bu
dg

et

Al
l o

th
er

 p
la

nn
er

, 

m
an

ag
em

en
t b

oa
rd

, 

bo
ar

d 
of

 d
ire

ct
or

s

Us
e 

his
to

ric
 p

la
n 

w
ith

 

ad
jus

tm
en

ts
 d

er
ive

d 
fro

m
 th

e 

st
ra

te
gi

c 
pl

an
, a

lig
ne

d 
w

ith
 

st
ru

ct
ur

al
 p

la
nn

ing

DE
26

Bu
sin

es
s 

Us
er

Fi
na

nc
e/

 

Fi
na

nc
ia

l 

Pl
an

ne
r

Fi
na

nc
ia

l P
la

n/
 B

ud
ge

tD
ec

isi
on

s
Id

en
tif

y 
an

d 
clo

se
 g

ap
s 

(a
lte

rn
at

ive
s)

Al
l o

th
er

Fi
na

nc
ia

l P
la

n/
 

Bu
dg

et

Al
l o

th
er

 p
la

nn
er

, 

m
an

ag
em

en
t b

oa
rd

, 

bo
ar

d 
of

 d
ire

ct
or

s

Id
en

tif
y 

an
y 

ga
ps

 b
et

w
ee

n 
th

e 

KP
I s

pe
cif

ica
tio

ns
 a

nd
 th

e 
re

su
lts

 

fro
m

 fi
rs

t f
ina

nc
ia

l p
la

n

Id
en

tif
y 

ga
ps

 a
nd

 d
ec

id
e 

on
 

po
ss

ib
le

 s
tra

te
gi

es
 to

 c
lo

se

(1
) F

or
ec

as
tin

g 
Us

e 
Ca

se
 V

II

(2
) R

ei
nf

or
ce

m
en

t L
ea

rn
ing

 N
et

(1
) T

im
eS

HA
P,

 In
st

an
ce

-w
ise

 

Fe
at

ur
e 

Im
po

rta
nc

e 
in 

Ti
m

e 
(F

IT
), 

 

Dy
na

m
as

k

(2
) L

IM
E,

 S
HA

P

3
Co

un
te

rfa
ct

ua
ls

DE
27

Bu
sin

es
s 

Us
er

Fi
na

nc
e/

 

Fi
na

nc
ia

l 

Pl
an

ne
r

Fi
na

nc
ia

l P
la

n/
 B

ud
ge

tD
ec

isi
on

s
Fo

re
ca

st
 a

nd
 s

im
ula

te
 

Fi
na

nc
ia

l P
la

n

Al
l o

th
er

Fi
na

nc
ia

l P
la

n/
 

Bu
dg

et

Al
l o

th
er

 p
la

nn
er

, 

m
an

ag
em

en
t b

oa
rd

, 

bo
ar

d 
of

 d
ire

ct
or

s

Fo
re

ca
st

 a
nd

 a
dj

us
t p

la
n 

ac
co

rd
ing

 to
 a

ss
um

pt
io

ns
 a

nd
 

st
ra

te
gi

c 
pl

an

Si
m

ula
te

 a
nd

 d
ec

id
e 

on
 

ap
pr

op
ria

te
 fo

re
ca

st

(1
) F

or
ec

as
tin

g 
Us

e 
Ca

se
 V

II

(2
) R

ei
nf

or
ce

m
en

t L
ea

rn
ing

 N
et

(1
) T

im
eS

HA
P,

 In
st

an
ce

-w
ise

 

Fe
at

ur
e 

Im
po

rta
nc

e 
in 

Ti
m

e 
(F

IT
), 

 

Dy
na

m
as

k

(2
) L

IM
E,

 S
HA

P

3
Co

un
te

rfa
ct

ua
ls

DE
28

Bu
sin

es
s 

Us
er

Fi
na

nc
e/

 

Fi
na

nc
ia

l 

Pl
an

ne
r

Fi
na

nc
ia

l P
la

n/
 B

ud
ge

tD
ec

isi
on

s
De

cid
e 

on
 F

ina
nc

ia
l P

la
n 

Bu
dg

et
 fo

r I
nt

eg
ra

te
d 

Bu
sin

es
s 

Pl
an

 (S
&O

P)

Al
l o

th
er

Fi
na

nc
ia

l P
la

n/
 

Bu
dg

et

Al
l o

th
er

 p
la

nn
er

, 

m
an

ag
em

en
t b

oa
rd

, 

bo
ar

d 
of

 d
ire

ct
or

s

De
cid

e 
on

 o
ne

 v
er

sio
n 

of
 fi

na
nc

ia
l 

pl
an

 a
nd

 p
ro

vid
e 

it 
to

 th
e 

ot
he

r 

pl
an

s 
(in

te
gr

at
ed

 b
us

ine
ss

 

pl
an

nin
g)

De
cid

e 
on

 fi
na

nc
ia

l p
la

n/
 

bu
dg

et
 to

 s
ta

rt 
w

ith
in 

int
eg

ra
te

d 
bu

sin
es

s 
pl

an
nin

g 

(c
on

se
ns

us
 p

la
n)

(1
) F

or
ec

as
tin

g 
Us

e 
Ca

se
 V

II

(2
) R

ei
nf

or
ce

m
en

t L
ea

rn
ing

 N
et

(1
) T

im
eS

HA
P,

 In
st

an
ce

-w
ise

 

Fe
at

ur
e 

Im
po

rta
nc

e 
in 

Ti
m

e 
(F

IT
), 

 

Dy
na

m
as

k

(2
) L

IM
E,

 S
HA

P

3
Co

un
te

rfa
ct

ua
ls

EP
19

Bu
sin

es
s 

Us
er

Fi
na

nc
e/

 

Fi
na

nc
ia

l 

Pl
an

ne
r

Fi
na

nc
ia

l P
la

n/
 B

ud
ge

tE
xt

er
na

l p
ar

am
et

er
Co

ts
 - 

st
ru

ct
ur

al
 c

os
ts

, w
hic

h 

ar
e 

no
t c

ha
ng

ea
bl

e 
in 

ta
ct

ica
l 

pe
rs

pe
ct

ive

Al
l o

th
er

Fi
na

nc
ia

l P
la

n/
 

Bu
dg

et

Al
l o

th
er

 p
la

nn
er

, 

m
an

ag
em

en
t b

oa
rd

, 

bo
ar

d 
of

 d
ire

ct
or

s

Al
l c

os
ts

 th
at

 a
re

 n
ot

 to
 b

e 

ch
an

ge
d 

w
ith

in 
ta

ct
ica

l t
im

e 
sp

an

EP
20

Bu
sin

es
s 

Us
er

Fi
na

nc
e/

 

Fi
na

nc
ia

l 

Pl
an

ne
r

Fi
na

nc
ia

l P
la

n/
 B

ud
ge

tE
xt

er
na

l p
ar

am
et

er
M

ar
ke

t c
os

ts
, t

ax
es

 e
tc

.
Al

l o
th

er
Fi

na
nc

ia
l P

la
n/

 

Bu
dg

et

Al
l o

th
er

 p
la

nn
er

, 

m
an

ag
em

en
t b

oa
rd

, 

bo
ar

d 
of

 d
ire

ct
or

s

Ex
te

rn
al

 p
ar

am
et

er
s 

no
t t

o 
be

 

ch
an

ge
d 

w
ith

in 
sc

op
e



 

140 

 

The table 7-10 shows stakeholder map- The Id of the stakeholder, the stakeholder group, 

stakeholder (this will be needed later for the requirements derived from usage of (X)AI). 

The domain, what kind of type the respected stakeholder requirement is, e.g., strategic 

input, external parameter etc. The decision, which the stakeholder is supposed to do, input 

from/ for plan, the deliverable, which level the decision has to be made, e.g., product vs. 

product group etc., the impacted stakeholder, a general description the specification of the 

decision and the proposed explanation type- when the decision is made by AI. The idea is 

here that the AI has to provide the decision like the human and therefore must give the 

explanation in the same manner as the human.  

2.4 Information Systems to Support Planning and Decision-Mak-

ing in the Process Industry 

As already pointed out, companies in the process industry are highly integrated in complex 

supply networks. Such a supply chain or network consists of many suppliers, manufactur-

ing plants (those which are owned or subcontracted plants), distribution centres, and cus-

tomer sites. 

When the planning starts, it could be a straightforward way to search for alternatives, 

though this could lead to certain issues. For instance, there could be conflicting objectives 

and ambiguous preferences among the different alternatives. An example could be provid-

ing customer service with high levels of stock, while at the same time minimising inventory 

to optimise working capital. Both objectives cannot be reached at the same time. Such 

issues are known to be multi-objective decision problems, which can be solved by setting 

the objective to a minimum or maximum satisfaction level for each goal, except for one 

that will be optimised, e.g., to optimise customer service at a set (satisfactory level) of 

inventory. 

Objectives can be calculated with prices or scores and be optimisable. The issue when 

doing so is the selection and usage of the weights, as they could influence the optimisation 

problem.  

Advanced Planning Systems are being used to deal with planning problems such as those 

just mentioned and are able to provide all of the necessary functionality for solving such 
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multi-objective planning problems while calculating large numbers of different alterna-

tives.  Planning systems include data about the future and therefore deal with uncertainty 

(s. Chapter 2.3.1 Scenario Planning). Even when forecast models estimate the data, there 

is still an error – even more so when the surrounding ecosystem has changed and is not 

reflected in the model (concept drift) or the historical data is not useable anymore (or is 

biased, etc.).  

APS systems are using data which is based on an ERP (Enterprise Resource Planning) 

system; there are three main points which can characterise these systems: 

1. They provide an integral planning of the entire supply chain, at least from the sup-

pliers up to the customers of a single enterprise, or even of a more comprehensive 

network of enterprises. 

2. They provide a true optimisation by properly defining alternatives, objectives, and 

constraints for the various planning problems and by using optimising methods of 

planning, either exact ones or heuristics (see, e.g., Fleischmann & Meyr, 2003) 

3. They are a hierarchical-planning systems (see e.g., Schneeweiss, 2003) 

The first generation of APS, like SAP APO (Advanced Planning and Optimisation), are 

now being replaced by a more modular approach. Parts of the APO solution are now pro-

vided by the S/4HANA ERP system (e.g., ATP or aATP – available to promise and ad-

vanced available to promise), and parts are provided by a cloud-based solution SAP IBP 

(product name is “Integrated Business Planning”). The new ERP solution S/4HANA, as 

well as the planning solution, are enhanced by Artificial Intelligence capabilities to autom-

atise the whole planning process, or to provide better forecasting methods to deal with the 

issues mentioned above (Markin, 2021).  

2.5 Classical Decision Support Systems, Business Analytics, Data 

Science and Reporting 

Business Intelligence (short BI) is an umbrella term including and combining (IT) archi-

tectures, tools, databases, analytical tools, applications, and methodologies. There are also 

other buzzwords used with BI, such as Business Performance Management (BPM), which 

is used by software vendors to differentiate their offers from those of competitors. The 

main objective of BI is to enable stakeholders (users) to obtain interactive access, in real-
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time, if necessary (depending on the requirements), to data which may be manipulated to 

provide business managers and analysts the means to carry out appropriate evaluations. 

 

The idea of Business Intelligence (short BI, first time used by Luhn (1958) for a document-

centred business intelligence - BI system) is that decision-makers obtain valuable insights 

by analysing historical and current data, situations, and performances, which enable them 

to make better and more informed decisions. From an end-to-end perspective, the BI pro-

cess is based on acquiring data, transforming it into information, then into decisions, and 

finally bringing about actions. Business Intelligence therefore supports the “intelligence” 

phase in the decision model from Simon (2019) (s. Chapter 2.3.3). 

 

The above processes should prevent managers from making decisions based on ‘gut feel-

ings’ or on decisions made successfully in other situations that might not fit the current 

one.  Alternately, the managers may see decision-making as a skill which must be acquired 

after years of studying, or trial and error using intuition, and not a process which is based 

on information. It is more important to emphasise methodical, thoughtful, analytical deci-

sion-making rather than flashiness and interpersonal communication skills.  

 

Since the 1960/ 1970ties systems to support decision-making were built and called DSS 

(Decision Support Systems). Since then, these are typically built to support the solution of 

a certain problem or to evaluate an opportunity.  

 

While a BI system is built to monitor situations and identify problems or opportunities, it 

is up to the user to further investigate the specific problem and apply analytical methods. 

BI systems provide models and data access; DSSs have their own databases built to solve 

a specific problem or set of problems (Sharda et al, 2019). 
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Figure 50: Business Intelligence and its neighbouring disciplines- Sharda et al. (2019) 

 

In figure 50 business intelligence and its neighbouring disciplines are shown. It presents 

the Data Warehouse concept with ETL (Extract Transform and Load) the Data Marts, etc. 

EIS/ESS – Executive Information Systems, Support Systems, Data and Text Mining, a 

predecessor of Data Science and the DSS (Decision Support Systems). 

2.5.1 Classical Decision Support Systems 

While BI systems are somehow problem-agnostic systems, which can be used for various 

solutions, a DSS system is a system built to support a specific solution. A BI system is 

usually dependent on a database, like a data warehouse, while a DSS is using its own da-

tabase.  Formally, a DSS is an approach (or methodology) for supporting decision making. 

Therefore, following Sharda et al. (2019, p.16/17), “[A DSS] …uses an interactive, flexi-
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ble, adaptable computer-based information system (CBIS) especially developed for sup-

porting the solution to a specific unstructured management problem. It uses data, provides 

an easy user interface, and can incorporate the decision maker’s own insights. In addition, 

a DSS includes models and is developed (possibly by end users) through an interactive and 

iterative process. It can support all phases of decision making and may include a knowledge 

component. Finally, a DSS can be used by a single user or can be Web based for use by 

many people at several locations.” 

 

 

Figure 51: Typical architecture of a DSS system 

Figure 51 shows a typical architecture of a “classic” DSS system. The system consists of 

a data management component to gather data from ERP/POS, legacy systems, or web data. 

It also includes model management and external models, which are used as a decision-

making model. There are also knowledge-based subsystems and a user interface to engi-

neer and work with the knowledge component, for instance in order to enrich the existing 

knowledge with new insights from experts. This knowledge base can be combined and 

connected with the organisational knowledge base of the company. Managers, being the 

users, work with the DSS via a user interface, and can use the system within the decision-

making process. 
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The DSSs are the predecessors of the knowledge-enabled hybrid systems, which will be 

introduced in Chapter 3.3.2 (s. chapter 3.3.2 “The Hybrid Approach”) to provide explana-

tions for users by using a (graph-based) knowledge base. 

2.5.2 Business Analytics, Predictive and Prescriptive Analytics 

The word analytics has somehow replaced the word Business Intelligence, and includes 

other terms, e.g., decision making, etc. In the literature, therefore, BI has largely been re-

placed by analytics. Sharda et al (2019) provide the definition of the Institute for Opera-

tions Research and Management Science (INFORMS), which defines (Business) Analytics 

being that which represents the combination of computer technology, management science 

techniques, and statistics to solve real problems. In figure 52, it is shown that Sharda et al 

(2019) consider Business Analytics an umbrella term for descriptive analytics or classic 

BI, namely looking backward and answering the questions “what happened?”, “what is 

happening?” by using business reporting, dashboards, scorecards, and data warehousing. 

Predictive analytics is to answer forward-looking questions, like “what will happen?” or 

“Why will it happen?”. To provide answers, prescriptive analytics is using data and text 

mining, web/media mining, and forecasting technologies. At last, prescriptive analytics is 

answering the questions as to “What should I do?” and “Why should I do this?” 

 

Figure 52: Business Analytics 
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The main objective of prescriptive analytics is to provide a recommendation for a specific 

action within a particular problem space. These recommendations result from solving op-

timisation problems and can either be presented to the user (decision maker) in a report or 

can be used directly in a system for automatic decision-making. Sharda et al. (2019) also 

refer to these kinds of analytical systems as normative analytics. 

2.5.3 Data Science  

The most current term for analytics is Data Science (D. J. Patil of LinkedIn is sometimes 

credited with creating the term “Data Science”, O’Neil & Schutt (2014)). When someone 

is doing Business Intelligence, it pertains more to doing descriptive or reporting analytics, 

while in contrast, a data scientist is responsible for predictive analysis and statistical anal-

ysis and uses more of the advanced analytical tools and algorithms. Data scientists may 

have a deeper knowledge about programming (Python, R) or statistical knowledge – and 

are sometimes lacking knowledge from the business domain, which a more business-intel-

ligence-focused user might have.  

2.6 Summary 

The findings regarding planning are that it is a critical aspect in the process industry, par-

ticularly in the chemical and life science sectors. Both industries play significant roles in 

the global economy and involve complex, interconnected processes, in which raw materi-

als are transformed into intermediate and finished products through a series of chemical 

reactions and physical operations. 

To allow these processes to proceed without disruptions and remain smooth, efficient, and 

effective, it is necessary to have a thorough understanding of the different steps, their tim-

ing and sequences, as well as the interdependencies existing within the whole process. 

Planning in the chemical industry involves the scheduling of production batches, the allo-

cation of resources such as equipment and personnel, and the management of inventory 

levels. Effective planning will help to minimise downtime, reduce waste, and optimise the 

use of all resources involved. Planning in the life science sector is critical for developing 

and producing pharmaceuticals, biologics, and medical devices (sometimes seen as a sep-

arate branch, being healthcare). Planning in the life science industry includes coordinating 
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research and development activities, clinical trials, and regulatory approvals, as well as 

scheduling manufacturing processes and managing supply chains. Besides effective supply 

chain planning, Advanced Planning, and scheduling (APS) software is widely used in the 

process industry for optimisation, as this software can integrate data from various sources, 

including production schedules, inventory levels, and supply chain information, to gener-

ate optimised programs that minimise costs and maximise efficiency. Artificial Intelli-

gence in the process industry will be used to improve forecasting accuracy, optimise re-

source allocation, and enable predictive maintenance, leading to improved efficiency and 

reduced costs. Effective planning is critical to the success of the process industry, particu-

larly in the chemical and life science sectors, and ultimately leads to improved profitability 

and competitiveness. 

By looking at the two planning processes of scenario analysis and tactical integrated busi-

ness planning, the relevant stakeholders were identified and their decision-relevant varia-

bles. It was also pointed out that decision-making processes can be described, for example, 

by the model of Simon (2019). An AI that wants to support this (e.g., with regards to aug-

mented decision support) must take these processes into account. The process flows will 

be taken into account later in the business model - the business architecture of Re_fish, as 

they describe the context, the situation in which Re_fish is used in the case considered 

here. 

Stakeholders are further considered in two ways. Firstly, in the chapter on XAI, the various 

requirements that stakeholders place on an XAI are examined in more detail. The require-

ments will then be collected later and will be incorporated into the development of the 

reference architecture as requirements, functional or qualitative (possibly as constraints). 

 

Finding 12: In Chapter 2.3, the corporate planning process of the process companies was 

presented. In particular, scenario planning, which is to be classified in the strategic plan-

ning area, and sales and operations (integrated business planning) planning, which is to be 

classified in the tactical area. These sub-planning processes have several possibilities to 

replace or at least support sub-processes with AI solutions. First and foremost forecasting, 

but also optimisation with regard to constraints - usually linear optimisation models are 

traditionally used here, but AI methods are already available. The identified stakeholders 
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and their requirements will be taken into account in the requirements for the reference 

architecture. 
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“At the same time, what was becoming clear to me was the extent to which humans, in 

their wish to escape loneliness, made maneuvers that were very complex and hard to 

fathom, and I saw it was possible that the consequences of Morgan’s Falls had at no stage 

been within my control.” (Ishiguro, Kazuo (2021). Klara and the Sun. Chapter 3) 

 

3 Explainable Artificial Intelligence in Corpo-

rate Planning 

3.1 Introduction  

Artificial Intelligence23 is a term which was first used as a theme in a funding request to 

the Rockefeller Foundation for a workshop (“Dartmouth Summer Research Project on Ar-

tificial Intelligence”), which then took place at the Dartmouth College in the summer of 

1956.24 This year has come to be seen as the foundation year of Artificial Intelligence. The 

term itself was invented by John McCarthy as being a topic for a conference; the partici-

pants included renowned scientists, such as Marvin Minsky, Nathaniel Rochester, Claude 

Shannon, Allan Newell, and Herbert Simon. In the following years, textbooks were pre-

sented, such as Feigenbaum and Feldman (1963), Nilsson (1971), Newell and Simon 

(1972), McCorduck (2004), Raphael (1976), Winston (1977), Rich (1983), Charniak and 

McDermott (1985), Haugeland (1985) and later, the famous textbook by Russel and Norvig 

(1995). Started in the 1950s, the field of artificial intelligence has developed into an excit-

ing and interesting field of research. 

 

                                                      
23 The term "Artificial Intelligence" was coined by McCarthy, as shown above, and is not accepted by all 

scientists. Instead, some would like to use the term "machine intelligence", e.g., Donald Michie, Uni-

versity of Edinburgh, who founded the "Machine Intelligence Institute" there. 
24 There was another conference 1956, at MIT, the “Symposium on Information Theory”, which is now been 

seen as the foundation year of cognitive sciences. 
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Figure 53: Artificial Intelligence and its “disciplines” 

Associated with attempts to realise human-like mental processes and behaviours. Artificial 

Intelligence (AI) consists of a multitude of different research topics, which are shown in 

figure 53. Herein, the areas of Knowledge Representation and Reasoning (KRR) are pre-

sented within the chapter about knowledge-based systems (Chapter 3.2.2 “Knowledge 

Based Systems”) and the topic of machine learning as a sub-area of AI, with its associated 

areas of neural networks and deep learning. This will be done in Chapter 3.2.1 “Machine 

Learning and Deep Neural Networks” As mentioned in Chapter 1 - when AI systems make 

decisions and these decisions are not explainable, then the user does not trust those deci-

sions. As a result, the systems are not used (or are not implemented to the extent that they 

could be). The field of Explainable AI is dedicated to the explainability of AI systems. 

However, recently it has included a focus on the so-called non-symbolic AI systems. In the 

past, around the 1970s, the symbolic systems of AI were examined in regards of explaina-

bility. In addition, research into explanations of when, why, and how people explain facts 

and decisions to others has a long history in the social sciences and psychology. Recently, 

hybrid approaches to explainable systems based on Knowledge Graph databases have 

emerged as one of the most promising approaches for a generic and therefore comprehen-

sive approach to explanations of AI-based systems or decisions. These topics are presented 

in Chapter 3.3 “Explainable Artificial Intelligence”, with the presentation of explainable 

and interpretable AI, as well as the “Knowledge Based Systems of Explainable AI” ap-

proach in Chapter 3.3.2. The Chapter 3.2.3 gives a short introduction to Neuro symbolic 
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AI. In Chapter 3.4 “Ethical AI, Law and Regulatory Requirements of Explainable AI”, the 

requirements of users with regard to ethics, laws, and regulations are presented as well as 

how these are accounted for and implemented in the context of the design, development 

and operation of AI systems. Chapter 3.5 maps the stakeholder of corporate planning 

(Chapter 2.3.4) with this chapter. Chapter 3 concludes with a summary in Chapter 3.6 

“Summary”, in which the findings are collected and presented. 

3.2 The Technical Perspective of Artificial Intelligence  

There exist many different definitions of Artificial Intelligence among experts – In their 

renowned book Russell and Norvig (2022) differentiate definitions by describing the ob-

jectives of AI in two dimensions, with one dimension focusing more on fidelity towards 

human performance, and the other towards rationality. The second dimension lies between 

intelligence as a thought process, and reasoning in the meaning of "thinking" intelligence, 

and demonstrating intelligent behaviour (which is a behaviouristic, external characterisa-

tion, in the meaning of observing intelligent behaviour) -- in the meaning of "acting" intel-

ligent. From these two dimensions, we may derive at least four possible combinations, as 

follows. Acting humanly – this can be best represented by the Turing test approach, which 

an intelligent agent has to pass.  To do so, an agent needs to use natural language pro-

cessing, knowledge representation, automated reasoning, machine learning, and for the to-

tal Turing test, computer vision and robotics, as well. All these disciplines cover almost all 

AI disciplines. Think humanly -- this combination can be seen as the foundation for cogni-

tive sciences, with the idea that one can only learn about human thoughts by way of intro-

spection, psychological experiments, or brain imaging. However, if there is a sufficient 

and precise theory of mind, then this can be implemented in algorithms within computer 

programs. Then one would expect that the algorithms can also be working within humans 

when the results (that is, the output) matches human behaviour.  Thinking rationally is 

reflected in the “logicist” tradition within artificial intelligence, the idea of which is to 

create systems able to build on programs which can solve any logical problem described 

in logical notation. The problem is that logic needs to have a certain knowledge of the 

world, which is not in fact possible.25 Then, the theory of probability is being used to be 

used for reasoning with uncertain information. This approach is not providing intelligent 

                                                      
25 S. e.g., one try to explain the whole world logically, s. Wittgenstein (2014). S. bounded rationality. 
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behaviour. The last combination is the rational agent approach of acting rationally. This is 

about an agent that does the right things, depending on the current information, beside the 

problem of limited or bounded rationality, when the computational demands are so high 

and there is not enough time to do all the necessary or desired computations. Acting ra-

tionally is also about intelligent decisions. This needed to be done by the agent with regards 

to its goal; the agent also has to have situational awareness, as it needs to evaluate the 

context it is in. This definition will be used in this work. 

Taking a different look at the objectives of AI and AI research, it may be easier to under-

stand what AI is about through the goals of AI research. Görz et al. (2021) describe the 

objective of AI research as the construction of "intelligent" systems that make certain hu-

man perceptual and intellectual capabilities available to machines (Görz et al., 2021). As a 

second objective, there is “[c]ognitive modelling, i.e., the simulation of cognitive processes 

using information processing models.” (Görz et al., 2021). 

3.2.1 Machine Learning and Deep Neural Networks 

If an agent is observing the world around it and can improve its performance based on 

those observations, it is learning. If the agent is a computer, this process is therefore called 

machine learning. Thus, machine learning can be defined as follows: a computer observes 

data, build a model based on the data, and uses the model as a hypothesis of the world and 

the software that is able to solve the problem (Russell & Norvig, 2022). 

Based on the representation in figure 53, it can be seen that machine learning is a sub-area 

of artificial intelligence and deep learning is a sub-area of machine learning (Russell & 

Norvig, 2022). 

There are three kinds of machine learning methodologies to be distinguished: supervised, 

unsupervised, and reinforcement learning. Machine learning needs historical data to be 

able to learn. If it is possible to map from an input to the output by using labelled historical 

data, we call it supervised learning. This learning is used for regressi on and for classifica-

tion, for instance. 
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Figure 54: Supervised Learning- based on Thampi (2022) 

As can be seen in the figure (s. figure 54) above, the machine learning model is a function 

that maps the features X on to the target Y. To be able to do this, the machine learning 

model needs to find labelled historical data; in the figure above, this is the “Diagnosis 

label” column (values 0 and 1). 

In unsupervised learning, no historically - labelled data is available, so the only possible 

goal for machine learning is to learn a representation (patterns in the data) of the data that 

best describes it. Unsupervised learning is mainly used for classification. 

 

Figure 55: Unsupervised Learning - based on Thampi (2022) 
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In figure 55 it is shown that unlabelled data is being mapped by the machine learning model 

into clusters. Therefore, the machine learning model is learning a representation or a pat-

tern of the historical data. 

 

Figure 56: Reinforcement learning model, based on Thampi (2022) 

In reinforcement learning (s. figure 56), an agent learns by interacting with an environment 

(the agent’s “world”), and based on its actions, the agent receives a reward or a penalty. 

The goal of the agent is to maximise the cumulative reward. Therefore, the agents need 

recurrent feedback in the meaning of an “understanding” of its surroundings, namely the 

world it is living in (Situation calculus, (McCarthy & Hayes, 1969)). 

Neural Networks/Deep Neural Networks 

The term Deep Learning refers to a whole series of machine learning technologies. It in-

volves the use of interconnected artificial neurons (or Russell and Norvig (2022) circuits), 

which are also organised into multiple layers. The number of layers here reflects the depth, 

and thus the computational paths of the connections from input to output. Deep Learning 

technologies are successfully used in the fields of visual object recognition, machine trans-

lation, speech recognition, speech synthesis, and image synthesis, as well as in the context 

of reinforcement learning applications. 
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The term neural network has its origins in the work of McCulloch and Pitts (1943), who 

attempted to simulate networks of neurons in the brain with computational circuits. As 

with the other machine learning models, neural networks consist of models that map an 

input of X to an output of Y: 

f(x, θ) → y,   (f15) 

The inputs and outputs can be scalars, vectors, matrices, and higher-dimensional number 

packages (which are called “tensors”). 

For example, in a digit classification problem, x is a pixel matrix containing the grey values 

of the image, and y is a probability vector containing probabilities of the possible digits. θ 

is a vector of free parameters that is modified by an optimisation procedure so that the loss 

function  

L(𝕊train, θ)   (f16) 

for the training data 𝕊train becomes as small as possible. This has the effect, for example, 

in digit classification, that the probability of the observed outputs (digit classes) is as high 

as possible. In this way, KNNs "learn" to perform a task without being given rules or in-

structions on how to perform the task.  

Even though the term Deep Learning was coined more recently, many of the basic concepts 

and algorithms can be traced back to much older work. These include the basic principle 

that complex functionalities can be generated through the interaction of many uniform el-

ements. In this context, several overview articles describe the development of deep neural 

networks within three phases. Although these phases were characterised by different ob-

jectives, the resulting architectures follow the same basic principles, which have retained 

their importance to this day. 

It is also worth mentioning that DNNs are based on much older concepts, so a distinction 

is essentially made between three different methods. 

Cybernetic approaches were in the foreground in the first development stage of deep neural 

networks. The goal here was to develop a better understanding of how learning can func-

tion in biological systems, via feedback mechanisms, among other things.  

Connectionist approaches, which essentially characterised the second phase, aimed to em-

ulate complex cognitive perceptual performances. The starting point was the consideration 
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of the network-like connections of neurons in the brain, whereby the reproduction of bio-

logically plausible neuronal processing elements tended to take a back seat. In this phase, 

neuronal networks emerged which were able to achieve their first major successes in the 

field of image classification, among other things.  

While the neocognitron was still adapted to the data by a very simple form of self-organ-

ising learning, the next major advance, initiated by Yann LeCun et al. (1989) in 1989, was 

to train convolutional networks with the help of gradient methods.  

Recurrent networks, which form the basis for processing sequences, underwent a similar 

development. One of the main representatives is the Long Short-Term Memory (LSTM) 

introduced by Hochreiter and Schmidthuber (1997) is currently a central component of 

many neuronal architectures. 

3.2.2 Knowledge Based Systems 

As already mentioned in 3.1, knowledge-based systems are one of the most important fields 

of Artificial Intelligence. But as seen in figure 53, it also consists of many other fields of 

AI, e.g., machine learning (s. Chapter 3.2.1) or logic, rules, inferencing, etc. 

 

Figure 57: Typical knowledge - based system architecture Samawi et al. (2013) 

 

Figure 58: Typical expert system architecture Samawi et al. (2013) 



 

157 

 

One of the most important knowledge-based systems is the medical expert system MYCIN, 

which was developed at Stanford University. 

The basis of knowledge-based (KB) systems is the logical knowledge representation and 

inference. Rule based systems are one of the oldest KB systems – they are built upon if-

then rules and are easy to understand and handle with classical logic. They are used in 

well-structured areas, where only 0-1 decisions need to be taken. Machine learning is also 

one of the most important characteristics of a KB system. Learning can be seen as intelli-

gent behaviour and humans can learn from experience, observation of the world, samples, 

trial and error, reading, and the like. So, in the following it is of great importance that the 

system can learn and therefore facilitate the growth of knowledge within the knowledge 

base. 

The expert systems (s. figure 57 and 58) in the past were not very successful, as they had 

problems with learning. The primary task is to solve the problem of knowledge represen-

tation and processing with a new approach. The central idea is to build up a case database 

in which problems are stored as pairs along with solutions. When being confronted with a 

problem situation that has occurred the same way before, the systems should be able to 

provide a decision or at least a recommendation for this near-equivalent problem. The chal-

lenge is to find the situation among the present cases and apply the solution stored there. 

But if the problem situation is new, one tries to adapt the solution of a possibly similar case 

accordingly. Non-monotonous inference in classic logic it that the set of possible equiva-

lent cases is growing monotone – but it is often not the case.  

During such inference processes, it can occur that an inference must be taken back, because 

of additional knowledge. This is called non-monotonic reasoning (approaches to solving 

this kind of inference are truth maintenance systems, or default logics).  

Planning, like non-monotonic reasoning, is a manifestation with intelligent behaviour. But 

the goal, as already described in chapter 2, is not to determine if a specific situation exists. 

Instead, it is to plan a sequence of actions -- the execution of which changes the present 

state into one where the target description applies. The so-called “situational calculus” pro-

vides the logical basis of planning. The knowledge component of an agent is the part of 

the system where methods and processes for the representation and intelligent processing 

of information are implemented. Therefore, this component plays a central role for the 

system. The Expert System MYCIN is the ancestor of all knowledge-based systems, in 
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which the presentation and processing of uncertain knowledge played a central role. For 

example, many concluding rules in the field of medicine apply only to a certain extent: 

there are certain characteristic pain symptoms for appendicitis, for instance. One of the 

most important characteristics of a knowledge-based system is the separation between the 

presentation of knowledge about the problem area (the knowledge base) and the processing 

of this knowledge (knowledge processing). Specific knowledge about the field of applica-

tion should be found in the knowledge base. The knowledge processing, however, is an 

application-independent problem-solving component of the system. Due to this, a clear 

separation between problem description and problem solving can be provided. In contrast 

to classical programming approaches, for instance, the following aspects, among others, 

can be realised. Knowledge about the scope of an application can be expressed directly. 

Expert systems are therefore a kind of special knowledge-based systems in which the 

knowledge ultimately comes from experts (who can be seen as knowledge engineers, in a 

sense) (Beierle & Kern-Isberner, 2019). In 5.2.2, there is a detailed description of such an 

expert system architecture.  

One important method for building knowledge is to represent it in graph form, in so-called 

knowledge graphs (KG). A knowledge graph can be seen as a machine-readable way of 

representing information about the world, including entities, relationships, attributes, facts, 

beliefs, and even provenance, including justifications and uncertainty Kejriwal, et al. 

(2021) provide a classification of different semantic networks by John F. Sowa (2006 and 

2010) (can be found under http://www.jfsowa.com/pubs/semnet.htm, s. Sowa, 2006 and 

Sowa , 2010). The formal framework to describe knowledge graphs is the Resource De-

scription Framework (RDF), which was developed by the WWW (World Wide Web Con-

sortium). Based on this Web Ontology Language (OWL) is an even more powerful frame-

work, using a reduced set of predicative logic developed as an extension of RDF and to 

provide a solution for its limitations (Dengel et al., 2012 and http://www.w3.org/). 

http://www.jfsowa.com/pubs/semnet.htm
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Figure 59: Fragment of an event KG- based on Kejriwal, et al. (2021) 

In figure 59, there is a fragment of an event KG to express geopolitical phenomena with, 

e.g., eventid, attack_type, target_type, description, etc. 

As already mentioned in chapter 1 and what is following, when AI models (or agents) carry 

out decision making or recommend a decision, the user needs explanations. One of the 

functions of such knowledge graphs as the knowledge representation of an AI system is 

their explanation capability. With an RDFS encoded ontology, enhanced by SWRL rules, 

an AI system can provide explanations out of the knowledge base. It is also possible to 

make inferences on the provided knowledge by using the RDFS framework (Dengel et al., 

2012; e.g., using the rdfs:subClassOf relation). 

Explanations have a long history, and not only in AI research; as mentioned above, but it 

is also a research topic in the social sciences, philosophy, etc.  Explanations will be a part 

of chapter 3.3. Ilaria Tiddi (2016) showed in her thesis how the Web of (Linked) Data can 

be used for pattern explanation. McGuiness et al. (2004) showed an Inference Web ap-

proach to generate distributed explanation. The usage of knowledge graphs in explanations 

is done in Chapter 3.3.2.  
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3.2.3 Neuro-symbolic AI 

At the AAAI fireside chat in 2021, the scientists Kahnemann, LeCun, Hinton and Bengio 

discussed the future of AI and agreed that the joint development of humans and machines 

is the way forward. They emphasized the importance of ensuring that AI is designed to 

work alongside humans rather than replacing them. The scientists also stressed the need 

for transparency and accountability in AI development, as well as the ethical considera-

tions that must be considered. Overall, they were optimistic about the potential of AI to 

enhance human capabilities and improve our lives but emphasized the importance of re-

sponsible development and deployment, so the goal should be to develop an AI system that 

produces "semantically sound, explainable and ultimately trustworthy AI[...]", requiring "a 

sound reasoning layer in combination with deep learning" (AAAI, 2021; Garcez & Lamb, 

2023, p.2).  

The researchers argue that a neuro-symbolic system that combines the learning capabilities 

of neural networks with the reasoning capabilities and explainability through symbolic 

representation for neural models best represents the cognitive model developed by Kahne-

mann with both systems 1 and 2 (Kahnemann, 2013). The combination, the “hybrid ap-

proach”, in the combination of symbolic and subymbolic or non-symbolic connectionist 

AI is also seen by other scientists (Marcus etc.) as the key to overcoming the above barriers 

in the use and adoption of the currently so successful subymbolic AI methods, e.g., Deep 

Learning, as the new, the third wave of AI. The first wave of AI began in the 1980s and 

was characterised by symbolic logic programming. The second wave began afterwards and 

is characterised by connectionist neural models. The consensus view is that the third wave 

will be characterised by the combination of the two methods of symbolic and subymbolic 

AI.  According to Ilkou and Koutraki (2022), there are three differences between the two 

AI fields. In their research they conclude that symbolic approaches produce logical con-

clusions, while subymbolic connectionist approaches produce more associative results. It 

is also worth noting that human intervention is often required when applying symbolic AI 

methods. In contrast, subymbolic approaches can learn and adapt to the given data inde-

pendently. These findings are intriguing and could have significant implications for the 

future development and application of AI technologies. Ultimately, symbolic approaches 

work best with few but precise data, whereas subymbolic approaches require large datasets. 

By combining symbolic and subymbolic methods, there are advantages that can be de-

scribed as follows: they have greater accuracy, efficiency and readability of knowledge, 
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and they have a higher explanatory capacity without the need for a priori assumptions; they 

are comprehensive and integrate statistical learning and logical reasoning, and they can 

work with noisy data, finally, they can combine logical rules with data during learning and 

fine-tune knowledge based on input data. In principle, therefore, they appear to be suitable 

for applications that use a large amount of data and require knowledge descriptions (Garcez 

et al., 2015; Bader & Hitzler, 2005; Garcez, 2019). 

Garcez & Lamb (2023) claim that a purely symbolic or neurosymbolic ML system should 

be able to achieve the three levels of causal reasoning. This is made possible by mapping 

the neural networks to the symbolic descriptions. 

3.3 Explainable Artificial Intelligence  

Since there are ever-more AI capabilities involved in systems and, therefore, in business 

processes, like the management process (where they are especially integrated in planning; 

s. chapter 1), there is a growing demand for explainability. The decision-makers want to 

understand the why, what, and how of a decision made, or an action conducted. A differ-

ence has also been defined concerning transparency in the meaning of ad hoc understanda-

bility of an AI model decision process and the ex-post explainability that a model explains 

(an explainer) to the decision-maker or the stakeholder (explainee). We also mentioned 

that an explanation is context-sensitive, in that it belongs to a specific situation and/or a 

specific stakeholder impacted by the decision. 

Explanations are being used as a communication method to make actions or facts under-

standable and to build knowledge, so that the communication partners can then make bet-

ter-informed decisions (Schank, 1986).  

In everyday life, explanations can be categorized differently, e.g., Stegmüller (1977) dif-

ferentiates between causal explanations -- explaining the causality, semantically explana-

tions – explaining the meaning, e.g., of a specific concept, corrective explanations, justifi-

cations, descriptions of functionality, and mediations of practical knowledge. Among sci-

entific explanations, the best-known is the Hempel Oppenheim model, which differentiates 

between deductive nomological, and inductive statistical explanations. These are focusing 

on answering the “why” questions, which can be answered logically, based in the initial 

status and by using rules. The fact to be explained is called the “explanandum” and the 
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facts and rules are the “explanans”. The differentiation between the two types of explana-

tion mentioned above results from the usage of the rules – deterministic or statistical 

(Hempel & Oppenheim, 1948). 

The users build a mental model of how the AI system operates and how it was constructed- 

and how the data was used to develop and train how it matches the situation. It can also 

include descriptions of the underlying rationales and reasoning paths the system used to 

arrive at a conclusion, which in turn can be based on observed statistical regularities, mod-

els of underlying mechanisms and causal relationships, and temporal patterns (Chari et al., 

2020). 

The importance of explainability is more necessary, with collaborative AI systems meant 

to work in tandem with human users (a human in the loop) in order to augment rather than 

supplant their skills and capabilities. This can be seen as a “distributed cognition” ap-

proach, in which cognition is seen to take place not within the head of any one individual, 

but rather through the exchange and transformation of representations across multiple ac-

tors and artifacts (Elster, 2015). The ability for a system to provide explanations and re-

spond to queries that reference other information relevant to the situation, expands the 

range of ways in which the system and human actors can interact.” (Chari et al., 2020)  

As already mentioned, explainability or explanation has been the research focus for many 

years. There is a vast amount of research which has already been done in disciplines other 

than computer science. The explanation has been deeply researched in social sciences, phi-

losophy, psychology, cognitive sciences, etc.  

MYCIN is a rule-based systems expert system including a wide range of reasoning com-

ponents with potentially inductive or abductive reasoning and more traditional deductive 

reasoning. MYCIN is one of the first expert systems developed at Stanford University and 

already used an explanation component (Buchanan & Shortliffe, 1984). The idea for the 

explanation component was that the system keeps explanation templates, which are then 

enriched by the usage of data from the trace (protocol of the rules of the system, which had 

been used). The method is simple; however, it assumes that the wordings in the templates 

are known to the user and the explanation is valid only locally, as it only covers a small 

part of the problem. The overall strategy of the system cannot be provided, as it is based 

on complex interactions between the rules. As rules can imply a set of inferences, it might 

be not understandable. Also, the rules consist only of limited knowledge and therefore not 
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all relevant explanations can be given, especially justifications as to why a specific action 

has been done. 

NEOMYCIN was built as being a successor of MYCIN, especially to improve the explain-

ability aspect. The main improvement was that NEOMYCIN received implemented meta-

rules, which were used to activate rule sets. These sets included all rules necessary to con-

duct specific tasks. Therefore, the rule could be linked to a context of the task in the system. 

The overall strategy of the system could be explained by using these meta rules; however, 

the other issues already mentioned in the context of MYCIN, like justification, could not 

be addressed, either (Dengel, et al., 2012). 

Explanations are highly contextual and depend on users, their roles, prior knowledge, and 

the situation of the decision being made. Therefore, all relevant context dimensions, e.g., 

of explainable AI, must be taken into consideration. The more prevalent AI becomes, and 

the more people are affected by AI, the higher the demand for appropriate explanations.  

Thus, explainable AI must address the requirements of different groups affected by AI and 

be respectful of different requirements and presumably different contexts of the stakehold-

ers.  Among those, one may include: 

Domain experts/users of the model (e.g., employees, physicians, planners) who must trust 

the model and gain some scientific knowledge -- in the scope of the thesis, management or 

planning experts are the domain experts. 

Users affected by the model decisions (e.g., loan applicant, patient, driver, other planners 

and plans) who must understand their situation and verify fair decisions. 

Regulatory entities/agencies (e.g., auditors) who must certify model compliance with the 

legislation; in the scope of the thesis, management or the executive board, or the auditors- 

are the stakeholders here, as well as the public and the government. 

Managers and executive board members who must assess regulatory compliance and un-

derstand corporate AI applications.  

Data Scientists, developers, and product owners who must ensure and improve product 

efficiency research and new functionalities.  

Governments (e.g., on a national or supranational level, like the EU) who must ensure that 

the model follows specific regulations, e.g., the ethics guidelines for trustworthy AI 

(Barredo Arrieta et al., 2020; Bejger & Elster, 2020). 
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In different stages of the lifecycle of an AI system, different stakeholders come into in 

focus. For the objective to reach the requirements of the guidelines for ethical AI and AI 

systems, the requirements already have to be considered during design and implementation 

(Ryan & Stahl, 2021). Methodologies to design and implement an ethical AI could be e.g., 

done by enriching the CRISP-DM method into CRISP-DM & AI (Bejger & Elster, 2020; 

Chapman et al., 2000). 

Wolf describes that the critical challenge in the deployment of explainable AI systems 

within complex settings is the understanding of unique requirements by the users/stake-

holders. Therefore, he propagates a scenario-based design helping to envision these spe-

cific unique requirements. (Wolf, 2019) 

3.3.1 Explainable or Interpretable Machine Learning  

In the following section, methods are introduced which should serve to make the non-

symbolic AI models (and in particular, machine learning models) explainable.  However, 

this first requires some justification. It is more important to understand that machine learn-

ing and ML models (the non-symbolic models) are only one part of artificial intelligence. 

ML can be differentiated from other AI models and methods as non-symbolic AI (s. Chap-

ter 3.1, figure 52) 

Much of the literature is concerned with ML explainability rather than AI explainability. 

ML explainability methods can be distinguished between techniques that are intrinsically 

or post-hoc explanatory. Methods are model-specific or model-agnostic and techniques 

provide local or global explanations in terms of a specific example or the global model 

itself.  

 

 

Figure 60: Different categories of techniques to make ML models interpretable- Thami (2020) 
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It can be seen from the figure 60 that there are different categories of techniques and meth-

ods to make ML models explainable. There are techniques for models that are inherently 

transparent, with so-called intrinsic interpretability, or those with post-hoc interpretability, 

when the techniques for explainability can only be applied after the model has been trained, 

and so on. 

The following methods, s. table 11(among others), will be briefly explained: 

 

Table 11: Introduced models of interpretable ML/ XAI for ML  

SHAP 

SHAP stands for SHapley Additive exPlanations and is a Python library-based approach 

to explaining the outcome of any machine learning model. It was introduced in 2017 by 

Scott M. Lundberg and Su-In Lee. The approach combines the idea behind LIME (see 

below) and game theory. Shapley value is a concept from the field of cooperative game 

theory and quantifies the effect of a coalition of players on the game outcome. In the SHAP 

approach, the features are the players, and the model itself is the game. The SHAP ap-

proach thus makes it possible to calculate the effect of features and "coalitions" of features 

on the prediction of the ML model, thus rendering it explainable (Molnar, 2019; Lundberg 

& Lee, 2017; Mangalathu et al., 2020, Mazzanti, 2020, Bhatt et al., 2019) 

LIME 

LIME stands for Local Interpretable Model-Agnostic Explanations and was introduced in 

2016 by Marco Tulio Ribeireo and his team (Ribeiro et al, 2016). The idea is that deep 

neural networks can use, for example, very complex functions to learn a classification. 

These functions are difficult to explain "globally". In contrast, DNN decisions can be ex-

plained locally; this is achieved by selecting a specific, exemplary result. Then, from a 

selection of outcomes, a new perturbed dataset is created in which numerical and categor-

ical features are first used means, standard deviations, or frequency distributions. The 

model is again applied to this new data, and then the distances of the resulting outcome 

instances are weighted, using an exponential kernel function. This gives a higher value to 

Interpretable (explainable) Machine Learning Methods

Name Year Author/ Creator Inrinsic/ Post-Hoc Specific/ Agnostic Local/ Global Web

SHAP 2017 Scott M. Lundberg Post Hoc Agnostic Local https://shap.readthedocs.io/en/latest/index.html

LIME 2016 Marco Tulio Ribeiro Post Hoc Agnostic Local https://github.com/marcotcr/lime

ELI5 2016 Mikhail Korobov, Konstantin Lopuhin Post Hoc Agnostic Global https://eli5.readthedocs.io/en/latest/index.html

Skater 2018 Open Source Post Hoc Agnostic Both https://github.com/oracle/skater

Skope_rules 2017 Gardin et al. Post Hoc Agnostic Both https://github.com/scikit-learn-contrib/skope-rules
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the results which are close to the original result instance than to those that are further away. 

Subsequently, these data are processed with a white box model, e.g., a linear regression. 

Linear regression enables the representation of feature importance in the results. This 

makes it possible to explain locally which of the features was relevant to the respective 

result (Nguyen, 2020; Ribeiro et al., 2016) 

ELI5 

ELI526 (“Explain Like I’m 5”) is a library which is based on the programming language 

PYTHON. The idea behind ELI5 is that it should be used for AI pipelines, in order to 

visualise and debug various machine learning models by using a unified API. The library 

provides built-in support for several ML frameworks and a way to explain black box mod-

els. The result of using ELI5 could be a table, for instance, where feature importance for a 

specific model can be seen.  

Skater 

Skater27 is an open-source unified framework to enable model interpretation for all forms 

of models, to help build an interpretable machine learning system -- which is often needed 

in real-world-use cases. Skater supports models which help to demystify the learned struc-

tures of a black box model both globally (inference-based on a complete data set) or locally 

(inference-based on individual prediction). 

Counterfactual Explanations 

A post hoc method that can be applied to both text and images. The idea is to change the 

decision based on the smallest possible change in the input - for example, changing a few 

pixels in an image or, in the context of a situation, changing a single parameter.  Good 

counterfactual explanations can be defined according to the following criteria: 

- The original value and the (artificial) new value are quite similar. 

- As few input parameters (features) as possible should be changed. 

- A larger number of different explanations seems reasonable 

- the (artificial) change of features should be realistic 

                                                      
26 https://www.benlabs.com/resources/explain-like-im-five-artificial-intelligence/ , accessed 18.06.2023 
27 https://github.com/oracle/skater , accessed 18.06.2023 

https://www.benlabs.com/resources/explain-like-im-five-artificial-intelligence/
https://github.com/oracle/skater
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(s. Pearl, 2019; Wachter et al., 2017; Stepin et al., 2021; Molnar, 2019) 

So-called attribution models are used in particular in the use of neural networks, for exam-

ple in the classification of image content. For example, so-called saliency maps are used 

in classification (Bejger & Elster, 2019) when it comes to classification - "Border Collie 

or "cat" - the different components of the neural network are examined to determine which 

pixel area led to the decision to classify the content of an image as "Border Collie". 

Other known applications in the field of attributive methods are, for example: 

CAM/ Grad-CAM or Grad-CAM++ (Gradient-weighted Class Activation Mapping). 

This method is used post-hoc and can be applied to neural networks such as CNN. A sali-

ency map is generated that is superimposed on the original image and thus helps to identify 

the decisive area for the decision. (see e.g., Kraus et al., 2022; Zhou et al., 2015; Selvaraju 

et al, 2019; Chattopadhyay et al., 2017). 

LRP- Layer-Wise Relevance Propagation 

Is an attributive post hoc approach that considers the influence of individual inputs on the 

classification result.  When classifying content, the aim is to determine which pixels or 

image parts have influenced the result positively or negatively and to what extent (by as-

signing a relevance value to each pixel). An output is the sum of the relevance values of 

the input variables. The calculation of relevance is done iteratively from back to front. 

(Bejger & Elster, 2019; Bach et al., 2019; Samek et al., 2019; Shiebler, 2017) 

The abundance of approaches to making non-symbolic AI models explainable also shows 

the inherent difficulty: some of the approaches are even more complex to understand and 

implement than the application of the models, themselves. The issue may be described as 

follows:  if (as claimed above) the application of AI models also depends to a great extent 

on their being explainable, and on the user feeling trust, then the models of explainability 

should also be trusted. For why should a complex model that explains another complex 

model be trusted, per se?  If a layperson cannot understand the application of the concepts 

and models for explanation, why should that person trust them?  Moreover, MLs present 

other major difficulties, which will be further explained below. These are, for example: 
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Data Leakage: 

This issue occurs in the data when features used for training leak information that does not 

appear in the production environment. 

Bias: 

Bias means that the data includes a pattern, which leads to an unfair prediction for one 

specific group over another. Classic biased data examples include the COMPAS AI system 

used by the US Court to predict future criminals, while the data used to train the model 

included a severe racial bias (Angwin et al., 2016). 

Regulatory noncompliance: 

This issue occurs when the data being used is not GDPR-compliant and uses data which 

violates article 17 of the EU GDPR regulations (s. Bejger & Elster, 2020; and EU regula-

tions). 

Concept Drift: 

This issue occurs when the properties or distribution of the data changes over time and is 

not reflected in the training data which was used to train, validate, and tune the model.  

In addition to these approaches, there is a large body of work dealing with taxonomies, 

frameworks, etc. for the field of non-symbolic models. For example, the approach by Lip-

ton (2016) with its “Desiderates” provides a framework and requirements for ML models. 

Lipton built a framework focusing on machine learning models (supervised learning) and 

interpretability. He emphasises the goals of XAI, which can be achieved by interpretability, 

and mentions his "desiderates.", which are: 

Trust: Interpretability is a prerequisite for a trustable ML system. Lipton describes trust 

as knowing “how often a model is right” and “for which examples it is right”, giving an 

example from the models used by the government to predict crime rates in a neighbour-

hood. We do not expect any biases that might lead to over-policing some neighbourhoods. 

Causality: It is desirable that models pick up more than associations, even if they are op-

timised for doing so, like in the case of supervised learning. The idea is that causal rela-

tionships can also be inferred, in order to generate hypotheses about the natural world. For 

such interpretability to infer causal relationships from observational data, it would be nec-

essary to solve the causal discovery problem from observational data (Pearl, 2009). 
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Transferability: This need points towards the resistance of ML models to so-called noisy 

data and domain shifts. Lipton (2016) describes an example of Caruana et al. (2015), where 

the deployed model and its usage alter the environment and invalidate the future prediction 

(domain shift) (cf. Caruana et al., 2015). Lipton also points to examples where stakeholders 

can “game the system” by intentionally using adversarial manipulation, e.g., in credit rat-

ings (Lakkaraju & Bastani, 2020; Lipton, 2016). 

Informativeness: While the learning objective of the ML model is to reduce error in the 

real world, the idea is to provide helpful information to decision-makers. The idea here is 

to provide additional (valuable) information to the stakeholder/user. 

Fair and Ethical Decision Making: As already stated above, this desire includes the con-

cern of many present politicians, journalists, researchers, and intelligence system designers 

that the interpretations will provide the possibility to assess or audit the decisions made by 

an AI system that conforms to ethical standards.   

Lipton (ibid.) then provides an overview of techniques and model properties that will lead 

to the achievement of the desiderata, as mentioned earlier. He differentiates between trans-

parency and post-hoc explanations. These methods and techniques are: 

Transparency: Due to the limited capacity of cognition, Lipton points out that in his opin-

ion, even linear models or rule-based systems are intrinsically interpretable. This is the 

opposite of the opacity mentioned above (or the “black box”), which means understanding 

how a model's mechanism works. Lipton then differentiates this transparency into three-

level suitability for the whole model, meaning that a human should be able to take input 

data and parameters, etc., and in a reasonable amount of time, move through every calcu-

lation in order to produce a prediction. The second level is decomposability – the meaning 

of interpretability in the individual level of components, like the parameters, and at least 

on the algorithm level (algorithmic transparency). Here, in the case of linear models, the 

researcher understands the shape of the error surface and can prove that the model will 

converge into a single unique solution for non-training data. However, this is not given by 

using deep learning methods, as they lack transparency. 

As described above, the non-symbolic models of AI (the machine learning models) are 

currently extremely successful, though their use is also associated with difficulties, such 

as those which were briefly presented. By and large, the techniques and methods used to 

explain them are as complex as the models they explain. This raises doubts as to why a 
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decision-maker should trust one more than the other. It also seems questionable as to 

whether the models of explainability can be applied universally in all conceivable contexts. 

Consider the use of LIME or SHAP in an autonomous vehicle to explain why the controller 

initiated an evasive manoeuvre (or not, e.g., the Tesla accident with the "white truck" (New 

York Times, 2021). This raises the suspicion that not only does the use of ML models 

depend strongly on the context, but the technologies and methods used to explain them do, 

as well. Miller et al. (2017) aptly formulates in an essay that the explainability provided by 

mathematical experts and statisticians ensures that their ML models are transparent, and 

their decisions are also transparent, as if the inmates were running the asylum. 

Therefore, approaches that are broader in the sense of AI and use symbolic approaches in 

addition to non-symbolic approaches appear more promising. These hybrid approaches are 

briefly presented in the following chapter. 

3.3.2 Knowledge Enabled Systems of Explainable AI  

The issue of explainability has been an important topic since the beginnings of AI and has 

interested many researchers. Hybrid systems belong to the category of knowledge enabled 

systems and have components of both symbolic and non-symbolic AI, meaning that they 

can contain a wide range of inference components, including potentially inductive or ab-

ductive inference, as well as traditional deductive inference.  

At the beginning of AI research, AI systems, expert systems, implemented a rule-based 

approach. These expert systems were conditionally explainable by their construction and 

design, in which concatenations of rules were used to reach conclusions. This made it pos-

sible to generate explanations by providing a detailed or abstracted collection of rule state-

ments, as an explanation for a given conclusion. 

The expert systems phase was essentially a matter of explaining the decisions of the sys-

tems to the user. It was about explaining the why, what, and how of an outcome of an AI 

system that produces an outcome.  

The “why” explanations were about justifying the conclusions, the “how” explanations 

were about explaining how the system works, and the “what” explanation was about re-

vealing the variables involved in the decision. The focus in this phase was to explain the 

functioning of the system. One of the major weaknesses of the expert systems of the time 
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was that they did not consider the user context - the focus was on providing chains of 

explanations in response to the questions of how and why. 

A well-known example is the MYCIN expert system, which was used for medical diagno-

sis and was equipped with a rule-based inference engine as an explanatory component (the 

architecture of expert systems will be discussed in more detail in Chapter 5). In contrast, a 

deeper understanding and thus explainability must be that a user is able to understand how 

the underlying AI system works, how it was constructed and how the data used to develop 

and train (learn) the system fits the situations in which it is used. 

However, the currently successful non-symbolic models of AI (e.g., deep learning models) 

do not provide explanations, but only numbers about the accuracy of the model. One pos-

sibility that is suitable to close this gap in terms of representation and inference is semantic 

technologies, such as the semantic web. These systems use RDF and OWL. The terminol-

ogy of a semantic web can be used, for example, to explain explanations and the prove-

nance of the information: providing the evidence for the information supports the explana-

tion of what and why by explaining the background of the AI explanations to the user. 

External Knowledge Bases 

In the case of integration of external knowledge bases, the model provides the decision and 

also the explanation (based on the database). This method of explanation is model agnostic 

but can be used preferably for classification problems. An example is access to the PubMed 

database or, in the case of AISOP (s. Chapter 5.2.3) (van Aken et al., 2021, Holzinger et 

al. 2017), to the database of electricity providers, weather database, etc. Re_fish also pro-

vides for this explanation method - and can also use a company-internal knowledge base 

in order not to give away any competitive advantage. 

Counterfactual Explanations 

(s. e.g., Wachter et al, 2017; Stepin et al., 2021; Molnar,2019) 

Chari et al. (2020) point out that in the recent past, more and more researchers are calling 

for AI systems to be equipped with explanation modules. Different systems provide differ-

ent explanations to the user. For example, as presented above, expert systems provide 

trace-based explanations (see MYCIN). Chari et al. (2020) therefore call for the next gen-

eration of AI systems to be able to go beyond the why-what-how aspects of explanations 

and provide those that can interpret in terms of the user's setting, i.e., the user's ability to 
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understand, and the context. A minimum requirement, however, is to provide the prove-

nance of the information so that the user can understand the reasoning or in order to aid 

comprehension. 

The use of interpretable ML, as described in the previous chapter, in explaining the “what” 

of non-symbolic AI models, can therefore be seen only as an intermediate step. Modern AI 

systems must be able to provide users with explanations that allow for information attrib-

ution and provenance.  

Among the motivations for these extensions is to improve the trustworthiness of the infor-

mation represented in knowledge graphs (KGs), and to provide more context to users. 

In certain user contexts, there is a need for personalised reasoning, so that the explanations 

produced by AI systems are reconsidered from the user’s perspective and include compo-

nents that can “pick up” users in their given context and, for example, train them or orient 

them to their cognitive model. These AI systems should be able to help users and enable 

trust in the system, as well as provide information relevant to the user's context. 

Chari et al. (2020) define desirable properties of explanations, and these include the fol-

lowing guidelines: 

 Be understandable 

This requirement demands that the explanation is understandable to a user, by using a 

terminology the user can understand; if the user cannot, then the system should have 

the capability to educate the user. Chari et al. (2020) are of the opinion that the system 

understandability can be significantly raised by providing user feedback and also con-

sidering the context the user is in. 

 Include provenance 

This requirement refers to the fact that the more different content from different sources 

is processed in the respective AI model and used for a decision, the more necessary it 

is to provide the origin of the information. This is not only relevant for the collected 

information, but also for the domain knowledge used in the system and the methods 

with which the knowledge is obtained - therefore, the systems must also provide the 

causal information of the conclusion. 
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 Appeal to user 

Appeal to the user is a requirement understood by Chari et al. (2020) to mean that 

explanations provide facts at the required granularity, so that the user perceives them 

as resourceful and sufficient. Thus articulated, an explanation is resourceful if it con-

tains content at the appropriate granularity and evidence to appeal to the user's cogni-

tion. An explanation is sufficient if the user can use it for their tasks. Chari et al. (2020) 

acknowledge that these requirements are difficult to verify in real time, and in the real 

world; here, they refer to the design phase and that these requirements are established 

during a requirements analysis and enter the design of the system. Moreover, according 

to the author, this is also a highly context-dependent issue. 

 Adapt to the users’ context 

In addition to the fact that the explanations have to be user-related, they have to be 

related to the current situation and context the user is in. Therefore, the explanations 

must use available information about the user (user profile -> stakeholder map) and 

meet the user's intentions and the right requirements for the user's explanation form; 

that is, they must connect to the user's mental model and align with the user's intention. 

Thus, an explanation can be a contrastive hypothesis that relates to the user's intention, 

or statistical evidence to provide more support to enhance a user's belief. Accordingly, 

the system must be able to provide different types of explanations, and these are pre-

sented below in the context of planning. In addition, the stakeholder table contains 

detailed information on this (see chapter 2.3.4 and 5.2.3).28 

 

In 1991 and 1993, Swartout et al. (1991) and Swartout and Moore (1993) defined the Ex-

plainable Expert System Framework and formulated so-called "desiderata", which they 

consider relevant for the explanation of expert systems. However, these desiderata can also 

                                                      

28 Another framework for explainability was provided by Lipton (2016); however, the fo-

cus of Lipton’s framework is on machine learning models/systems and not on an expert 

system. Lipton’s desiderates are for Machine Learning Model Interpretability (s. chapter 

3.3.1). 
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be seen as architectural requirements for expert systems or knowledge-based systems. Ac-

cording to Swartout/Moore, an expert system must be accountable in order to be trusted - 

it must be able to explain its reasoning and justify its conclusions, much like a human 

expert. They argue that explanations and concerns must be taken into account if a system 

is to be desired. Otherwise, the system is unlikely to provide good explanations. Therefore, 

advances in explanatory capabilities and expert system architectures are closely related. 

One main requirement (desiderata) is that an explanation facility imposes some strong re-

quirements on the design of an expert system. It can be difficult or impossible to provide 

a system with adequate explanations unless those requirements are considered during sys-

tem design (explanation by design).  The five requirements are as follows (Swartout & 

Moore, 1993): 

1. Fidelity: The explanation must be an accurate and reasonable representation of 

what the system does. An inaccurate or misleading explanation is worse than hav-

ing no explanation at all. The interpreter for expert systems should be as simple as 

possible and have only a minimal number of special functions (e.g., mechanisms 

for inference under uncertainty). Special functions built into the interpreter are not 

part of the system's knowledge base. Therefore, if they are not supported by special 

built-in routines, they cannot be explained. Any changes or adaptations to the in-

terpreter must also be made for these routines and are therefore a source of potential 

errors if they are not used. 

 

2. Understandability: The explanation the system gives must be understood. Other-

wise, the explanation is useless.  Comprehensibility is made up of several compo-

nents, such as the content, the creation of the explanations and the context in 

which they were produced. – Swartout & Moore (1991) found: 

 Terminology:  Terms of the explanation must be understandable to the user 

(stakeholder) of the system, or at least the system must be able to define them 

in the user's familiar terms (analogy)   

 User Sensitivity: An Explanation presented by the system must consider the 

user’s knowledge, objectives and goals, preferences, and concerns.  

 Abstraction: The system must be able to present the explanation on different 

levels of abstraction – depending on the user’s needs or preferences. This usu-

ally comes with a change in terminology. 
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 Summarization: The explanation the system provides must be on different lev-

els of detail without a change in terminology. 

 Perspectives: The explanation given by the system must be from different per-

spectives; Swartout and Moore describe this as “form vs. function in a biologi-

cal domain” or “safety vs. profitability in a finance domain” (Swartout & 

Moore, 1991).  

 Linguistic: The explanations generated by the system should adhere to linguis-

tic principles and constraints, and therefore sound “natural”. 

 Feedback: If the user does not understand parts of the explanation, he should 

be able to receive further clarification. 

 

3. Sufficiency: Function and terminology should be explainable and detailed 

enough to justify the decision. The systems should have enough knowledge to ex-

plain, depending on the sorts of explanations being offered by the system.  

 Explanation about the behaviour of the system: This explains how the sys-

tem solved a particular problem, how a specific parameter impacted the out-

come, and what the effect of a change in the data would be. 

 Justifications: This is about the rationale behind the actions and recommenda-

tions of the system.  

 Preferences: Here the explanation describes why one recommendation or strat-

egy is preferred over the other. This requires knowledge about trade-offs and 

preferences involved in the selection. 

 Domain explanations: Explanation describing the problem domain itself.  

 Terminology definitions: These explanations answer questions about the 

meaning and terms of the system usage. 

 

4. Low Construction Overhead: The explanation should not dominate the cost of 

designing AI. This desideratum is about how the system is designed. A system 

without an explanation is much easier to design and build than otherwise. The de-

sign should be as sophisticated so that there is less impact on the construction of 

the expert system. This includes all parts of the system lifecycle, as well as 

maintenance, etc. 

 

5. Efficiency: The explanation system should not slow down AI significantly. This 

desideratum is about how the system is implemented and how it behaves in terms 

of runtime and costs. 
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Chari et al. (2020) adopt these requirements, partly in the presentation of their require-

ments. In addition, they derive requirements for AI systems from the five desiderata men-

tioned above:  

 Modularity: An AI system should be modular so that it can adapt to the respective 

models and to the requirements of the users and scenarios. The AI explanation 

component should be able to access the other modules and provide the information 

that the user wants and needs. 

 

 Interpretability: This requirement is about transparency in the sense that it enables 

the user to understand how the knowledge-based system works. If (as Chari et al. 

(2020) require) the models used in the system are not interpretable, the system must 

be able to use proxy methods to explain the models (see LIME, SHAP, Chapter 

3.3.1). 

 

 Provenance support: Chari et al. (2020), echoing the desiderata of Hasan and Gan-

don (2012), argue that AI systems should store the provenance of the information 

on which their models are based, using their metadata. They believe that incorpo-

rating provenance helps AI systems generate imaginative and sufficient explana-

tions for users. It also allows the user or stakeholder to provide resources for further 

exploration. 

 

 Adapt to user’s needs: AI systems should be adaptive and interactive, adjusting 

their functioning and explanatory capabilities to the particular needs and contexts 

of the users. The different requirements and explanations result from the analysis 

of the relevant stakeholders (see Stakeholder Map). Through the modularity of the 

AI system, the system is able to provide explanations in different forms, which then 

enable the respective user to better understand and meet their needs. 

 

 Include explanation facilities: The design of the explanatory capabilities should 

be part of the development phase, to ensure that the AI system is able to support 

their requirements. These explanatory capabilities refer to user interfaces, such as 

dialogue systems, with which different stakeholders, e.g., an expert or a user, can 

interact with the system. In addition to the explanation possibilities, the origin of 
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the information and feedback should be provided. Here, the context is extremely 

important (think of the provision of explanations in autonomous driving and in 

contrast, the decision-making described here in the context of corporate planning).  

It is therefore necessary to link the requirements with those of the requirements for 

the AI system. 

 

 Include/Access a knowledge store: Under this point, knowledge-based systems 

capable of explanation should store the following types of knowledge:  

 Domain knowledge they use  

 The mental model of the users they address 

 The explanatory components that are generated 

 The incorporation of knowledge should be done through access to a 

knowledge store, either provided by the system or by another (external) 

source, which can contribute to and access its knowledge. In this context, 

the knowledge store is understood to be a knowledge graph (KG) or a se-

mantic representation that can store the above-mentioned types or forms of 

knowledge. 

 

 Support compliance and obligation checks: Explanatory knowledge-based sys-

tems should not only host or be able to access the above knowledge store. To ensure 

that the system complies with the relevant standards, rules and practices, the system 

should also store the codes of expert knowledge in the relevant domain.  

 

The above-mentioned requirements for AI systems are supplemented by further require-

ments in Chapters 4 and 5 and thus serve, among other things, as requirements for the 

RA_Fish reference architecture.  In addition to the architectural requirements, it is im-

portant to see the types of explanations in the context relevant to the stakeholders and to 

identify conceivable explanations, e.g., for the area of decision-making in corporate plan-

ning. 

Wang et al. (2019) developed a framework for a user-centric, explainable AI. The idea of 

this framework is to bridge the algorithm-generated explanations and human decision- 

making theories by avoiding common biases. Their research spans the fields of cognitive 

psychology, philosophy, and decision theories to find patterns in how people think, make 
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decisions, and then seek explanations, but also to investigate cognitive factors that influ-

ence or affect decision-making. The framework is based on three approaches to explana-

tions in explainable AI: the first consists of 'unvalidated guidelines' for approaches that 

provide little or no rationale for their use, so that the utility of the application to the user is 

unclear; the second concerns 'empirically derived taxonomies', for approaches that are de-

rived from surveys of the explanatory needs in question (for these approaches in particular, 

there is still much to be studied and developed, e.g., to what extent something should be 

explained so that the explanation is not perceived as burdensome); the third category of 

approaches are the "psychological constructs from formal theories", and focus on the work 

of Miller (2019), Hoffman and Klein (2017), who examine relevant theories from philos-

ophy, cognitive psychology and the social sciences, but lack the translation of insights into 

explainable AI systems. 29 

 

Figure 61: Framework by Wang, D. et al (2019) 

The figure 61 shows the framework of Wang, et al. with the left being the “people” side 

and the right the “explaining AI” side. The connection through the lines shows how human 

explanations can be described by an explainable AI system.  

                                                      
29 Wang, D. et al. (2019) 
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The reasons why users (people) want an explanation are triggered by a (subjectively felt) 

deviation from an expected behaviour, such as a curious, inconsistent, discrepant, or over-

all anomalous event with respect to behaviour. Another possible trigger might be that users 

(people) want to monitor for an expected important or costly event. Miller (2019) found 

that the main reason people want explanations is to facilitate learning by allowing the user 

to filter a small set of (reasonable) causes to simplify their observations, after which these 

observations (inferences) are generalised into a conceptual model, to help them predict and 

also control perceived future phenomena (Wang, et al., 2019; Miller, 2019). 

The reason for the explanation of AI systems can be derived from research by Nunes and 

Jannach (Nunes & Jannach, 2017). Therefore, explanation by AI systems is to support 

transparency – to provide users with information about the inner functionality or state of 

AI systems (models). If AI is used, like in our case for supporting decision making, users 

would like to get explanations to improve their further decision making. If a system be-

haves in a way other than expected -- erroneously, users seek to get explanations for proof 

and to debug and test, to identify the reason for the fault, take over control and adjust. 

Overall explanations are being used to improve trust and moderate trust among different 

stakeholders (levels) (Wang, et al., 2019). 

The right side of the diagram shows how XAI can generate explanations. For example, 

there is the following connection between the way people should reason and explain and 

XAI. People use inductive reasoning based on observations to understand events and test 

hypotheses (connection between induction and Bayes probability). In this case, XAI uses 

Bayesian probability theory. Bayes' theorem describes the possibility of an event depend-

ing on prior knowledge, prevailing conditions, especially prior and subsequent probabili-

ties, and probability. Understanding the probabilities of outcomes can inform the user 

about expected utility. The Bayes theorem helps decision makers make decisions, as reason 

by taking the frequency of events into consideration. For the design and build of the refer-

ence architecture, it is important to understand, which explanations are relevant in the con-

text of decision support in corporate planning and how an explainable AI system can pro-

vide these explanations. In Chapter 2, the stakeholders for planning were identified and 

their needs for explanation, as well as the specific explanation type, were presented. The 

findings are shown in Chapter 2.3.4 and are completed in the following. 

Comprehensibility questions (s. figure 61 the connection between “causal explanation and 

causal attribution” and here in particular contrastive and “why not” and counterfactual and 
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“what if”). Causal explanation refers to the selection of certain reasons to explain an ob-

servation against the background of existing knowledge. Users can ask why not, to under-

stand why the foil did not happen (contrastive). Counterfactual, on the other hand, refers 

to explaining what needs to change for an alternative to happen. Research by Lim and Dey 

(2009) found that the Why and Why Not explanations were the most effective in terms of 

understanding the system and trust. 

Other methods of explaining XAI systems are XAI elements, such as attribution, by show-

ing which feature has what relevance to the outcome (see e.g., SHAP, LIME). Furthermore, 

there are Data Structures, with the simplest way to create explanations, namely through the 

use of lists, or also the use of rules and decision trees, etc. Visualisations also serve as 

explanations, such as the use of charts, heatmaps, partial dependence plots, etc. 

Chari et al. (2020) derive a catalogue of explanation types from this (s. table 12): 

 

Table 12: Explanation types 

The most relevant explanations for planning and automated decision-making are the con-

textual, contrastive, and counterfactual explanations, but certainly with regard to scenario 

planning, the simulation-based explanation. 

Explanation Type Definition

Case-based

Answering the question: "To what other situations has this recommendation been applied?" in the 

sense of a case-based explanation. The user is presented with results from previous cases to 

confirm the current decision. When using case-based explanations, a system must remember the 

explanations of previous cases or be able to draw inferences from previous cases by inference. 

Accordingly, case-based explanations may involve analogical reasoning and rely on similarities 

between features of the (historical) case and the current situation.

Contextual

Context-based explanations or answering the question: "What broader information about the current 

situation has led you to make this recommendation now?" 

The answer to this question or the explanation refers to information that goes beyond the user's 

current situation. The AI system in question must be context-aware and include information about 

"the user's tasks, important user attributes, organisational environment, and technical and physical 

environment".

Conrtrastive

Answering the question "Why should I administer this new drug and not the one I would normally 

prescribe?" Contrastive explanations explain the outcome as a contrast by relating it to an outcome 

that did not occur.

Counterfactual

Counterfactual explanations are about answering the question of what results would have been 

achieved with inputs other than those used. 

 would have been achieved with inputs other than those used. In this context, counterfactual 

explanations are causal in nature. They are governed by patterns of a particular kind of causal 

dependence.

Everyday

 Everyday explanations are explanations based on common understanding and knowledge of how 

the world works. They help to understand why certain facts (events, properties, decisions, etc.) 

have occurred. 

Scientific
Scientific explanations use the results of rigorous scientific methods, such as observations and 

measurements, to explain something.

Simulation-based

Simulation-based explanations are explanations based on the imaginary or implemented imitation of 

a system or process and the respective results. The use of simulations can be carried out numerous 

times, e.g. when using Monte Carlo simulations, and the mechanisms can often be directly observed 

and understood in the simulation.

Statistical
Answer to the question "What percentage of x results from applying y". Statistical explanations use 

the frequency of occurrence of a certain event under certain conditions to represent the result. 

Trace-based

Trace-based explanations by showing the underlying sequence of steps, i.e. a 'chain of reasoning' 

that the system used to achieve a certain outcome- the functioning of the system/justification of the 

decision.
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Chari et al. propose approaches that can be seen as directions for research. For explainable 

AI, they see casual methods, neuro-symbolic AI systems, and representation techniques to 

model the explanation space and enable trustworthy data exchange, or emerging ap-

proaches that include distributed ledger technologies, for instance. 

One of the most important approaches is causality, which has been researched since about 

last decade of the last century and pursued independently of semantic technologies. Many 

researchers consider the use of causality to be crucial in representing explanations to stake-

holders. For example, causal inference can be used to explain when a change in perfor-

mance occurs due to a failure in the real system. The system should therefore encode causal 

knowledge, which one of the key causality researchers, Judea Pearl, believes is lacking in 

association-based AI methods. Current ML methods can provide associative explanations, 

but are unable or weak to use counterfactual explanations, as they must then have causal 

knowledge. 

However, answering questions about intervention knowledge requires that an AI system 

also understands and encodes knowledge about the world from the data from which it de-

rives a decision. For counterfactual questions, the system would need to know or under-

stand cause-effect relationships. 

Chari et al. believe that the semantic representation of causal structures, as indicated in the 

figure, would lend to the development of causal, neuro-symbolic integrations. 

In this Chapter, 3.3, explainable AI was presented generally, as well as in relation to its 

application in the field of machine learning. This field, however, is only a sub-area of the 

entire AI (the non-symbolic AI). Therefore, explainability also only covers a small sub-

area. More promising are those that use a combination of symbolic and non-symbolic ap-

proaches and look back at the extensive research in the area of explainability of expert 

systems. The use of knowledge graphs is a promising approach for storing knowledge and 

using it, for example, in the context of inference. The statements made in Chapters 3.3, 

3.3.1, 3.3.2 and 3.3.3 regarding requirements for the architecture of AI systems are used in 

Chapters 4 and 5 to create a reference architecture. 
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3.3.3 Neuro-symbolic Systems of Explainable AI 

According to Garcez & Lamb (2023), the explainability of neurosymbolic models is about 

the extraction of compact but correct and comprehensive knowledge. Neural networks do 

not seem to be able to do this, which is why there are, for example, the attributive ap-

proaches mentioned above. However, as Garcez & Lamb (2023) argue, a large knowledge 

graph database is no easier to explain than a neural network. The better explainability of 

the knowledge graph, however, results in comparison with, for example, a local explaina-

bility, because here knowledge graph databases provide a trace in the local explanation - 

in the sense of a proof of history to show how the result was achieved. In the field of 

neurosymbolic AI, the primary focus so far has been on investigating the accuarcy of the 

connection of the extracted knowledge in relation to the neural network. According to 

Garcez & Lamb (2023), there are essentially 2 possible approaches for explaining XAI in 

neural-symbolic systems:1. symbols are translated into a neural network, and one seeks to 

perform reasoning within the network. 2. a more hybrid approach than 1. where the neural 

network interacts with the symbolic system for reasoning. A third possible approach, in 

which knowledge is provided by expert knowledge, is disregarded here. 

 In the first approach, it is necessary to have a symbolic description of the network in order 

to explain and thus trust or interact with the system. The second approach requires an in-

terface through which the two systems can communicate with each other. This, according 

to Garcez & Lamb (2023), is currently the 'best solution' to combine reasoning and learning 

in AI, especially because of the differences that currently exist between the two - the dis-

crete and exact nature of symbolic reasoning and the continuous and approximate nature 

of statistical learning (Minervini et al., 2020). 

3.4 Ethical AI, Law and Regulatory Requirements of Explainable 

AI3031 

As described in chapter one, people only trust the decisions and suggestions of AI if they 

understand them. Only then can the full potential of AI models be used in the context of 

                                                      
30 This section is based mainly on the article by Bejger & Elster (2020) 
31 S. law on the regulation of artificial intelligence of 14.06.2023 https://www.europarl.eu-

ropa.eu/news/de/headlines/society/20230601STO93804/ki-gesetz-erste-regulierung-der-kunstlichen-

intelligenz , accessed 18.06.2023 

https://www.europarl.europa.eu/news/de/headlines/society/20230601STO93804/ki-gesetz-erste-regulierung-der-kunstlichen-intelligenz
https://www.europarl.europa.eu/news/de/headlines/society/20230601STO93804/ki-gesetz-erste-regulierung-der-kunstlichen-intelligenz
https://www.europarl.europa.eu/news/de/headlines/society/20230601STO93804/ki-gesetz-erste-regulierung-der-kunstlichen-intelligenz
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decision support, as well, e.g., using stochastic methods such as artificial neural networks 

in the context of machine learning (ML), in which human intelligence is imitated and neu-

tral recommendations, decisions, and actions are made in this way, whereby larger amounts 

of data can be analysed more quickly by appropriate AI models than by a human. As more 

and more decisions are made by AI, including in certain critical areas such as justice, lend-

ing, personnel selection, medicine, transportation, or the military, transparency is a foun-

dation, a "conditio sine qua non", for trust in AI decisions (Holzinger, 2018; DARPA-

BAA-16-53, 2016; Laat, de, 2017; Waltl & Vogl, 2018). 

 

The recommendations and decisions by the stakeholders of AI models include not only the 

developers or users of AI in the company, but also national and supranational society. This 

is not unique to AI in planning. In principle, this applies to the application of AI models in 

the economic environment. Understandability and transparency are also the basis for ac-

countability; therefore, many authors demand accountability at different levels, e.g., that 

of society, state, or enterprise (Sauerwein, 2019). 

 

Aside from the above, there are different phases in the lifecycle of AI models, each involv-

ing different stakeholders who influence the model or are impacted. At a technological 

level, "accountability by design" is a requirement which must be implemented. The de-

signers commit themselves, for example, to Responsible Research and Innovation (RRI), 

which works like a Hippocratic Oath for developers. Another possible form might be the 

use of appropriate or adjusted development methods, e.g., through enrichment of the Cross 

Industry Standard Process for Data Mining (CRISP-DM) process and the requirements 

demanded by ethical guidelines or regulations.  Companies that use AI in their products 

need to document their social responsibility in the meaning of AI governance, within CSR 

(Corporate Social Responsibility). Future developments could include that when following 

given ethical guidelines in conducting business, as well as in the development process, 

companies might do an audit and get a certification by the government for their product, 

which uses the ML component as a kind of product feature. In the sense of meta-responsi-

bility, the state has the task of governance by establishing control frameworks, thereby 

establishing regulations such as those are already in place for the protection of privacy 

(GDPR (EU) 2016/679). The same applies on a supranational level for the European Un-

ion.  
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The overall question which is discussed in philosophy and computer science, among other 

fields, is whether transparency and accountability also ensure that decisions do justice to 

ethical and moral considerations. As computer or AI models and algorithms do not have a 

per se built-in value system in ethical terms, this is questionable. There is no "built-in” 

morality in computers or in AI models. Therefore, AI models can instead be seen, as Han-

nah Arendt puts it, as conscientious instances in the sense of obedient executors; she called 

them "useful idiots" in connection with the henchmen of the Nazi regime. According to 

Arendt, morality (and thus ethics) only emerges through an inner "dialogue" with oneself, 

relating to oneself and the preservation of dignity, as well. An AI model, however, has no 

"dignity", and does not conduct an inner dialogue. All of that is completely alien to an 

algorithm. Therefore, only the people who design and use them can be made responsible 

for the morality of AI algorithms and models (Arendt, 2007; Reichmann, 2019; Bostrom 

& Yudkowsky, 2014; Mittelstadt et al., 2016). 

 

At the process level, essential questions remain unanswered and AI applications in do-

mains like medicine, justice, personnel selection, etc. cannot be used without the "human 

entity in the loop" doing the final decision (Dutton, 2008). 

  

At the European Union level, a group of High-Level Experts was formed to define reason-

able regulations and informal standards. This is also a task in various other countries and 

organisations (High-Level Expert Group on AI, 2019). 

 

On the 8th of April 2019, the “High-Level Expert Group on AI” for the European Union 

presented their so-called “Ethics Guidelines for Trustworthy Artificial Intelligence”. These 

guidelines followed the publication of the first draft guidelines of December 2018. The 

Group had received more than 500 comments through open consultation and considered 

them for the 2019 guidelines.  

According to these Guidelines, trustworthy AI should be: 

(1) lawful - respecting all applicable laws and regulations 

(2) ethical - respecting ethical principles and values 

(3) robust - from a technical perspective while considering its social environment 
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The Guidelines put forward a set of seven essential requirements that AI systems should 

meet to be considered trustworthy. A specific assessment list aims to help verify the appli-

cation of each of the requirements: 

 Human agency and oversight: AI systems should empower humans, allowing 

them to make informed decisions and fostering their fundamental rights. At the 

same time, proper oversight mechanisms must be ensured, which can be achieved 

through human-in-the-loop, human-on-the-loop, and human-in-command ap-

proaches. 

 Technical Robustness and safety: AI systems need to be resilient and secure. 

They must be safe, ensure a fallback plan in case something goes wrong, and be 

accurate, reliable, and reproducible. That is the only way to ensure that uninten-

tional harm can be minimized and prevented. 

 Privacy and data governance: Besides ensuring full respect for privacy and data 

protection, adequate data governance mechanisms must also be upheld, considering 

the quality and integrity of the data, and ensuring legitimised access to data. 

 Transparency: Humans must be aware that they are interacting with an AI system 

and must be informed of its capabilities and limitations. The data, system, and AI 

business models should be transparent. Traceability mechanisms can help achieve 

this. Moreover, AI systems and their decisions should be explained in a manner 

adapted to the stakeholder concerned. 

 Diversity, non-discrimination, and fairness: Unfair bias must be avoided, as it 

could have multiple negative implications, from marginalising vulnerable groups 

to exacerbating prejudice and discrimination. To foster diversity, AI systems 

should be accessible to all, regardless of disability, and involve relevant stakehold-

ers throughout their entire life circle. 

 Societal and environmental well-being: AI systems should benefit all human be-

ings, including future generations. It must hence be ensured that they are sustaina-

ble and environmentally friendly. Moreover, they should consider the environment, 

including other living beings, and their social and societal impact should be care-

fully considered.  
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 Accountability: Mechanisms should be put in place to ensure responsibility and 

accountability for AI systems and their outcomes. Auditability, which enables the 

assessment of algorithms, data, and design processes plays a key role therein, es-

pecially in critical applications. Moreover, adequate and accessible redress should 

be ensured. 

The requirements for AI due to ethics, laws and regulations are subjects of intensive re-

search. For the work presented here, these requirements are to be considered as architec-

tural constraints, in the sense of basic requirements that the AI systems must fulfil. In this 

context, particular reference is made to the possibility of auditing AI systems, with regards 

to the requirements of ethics, laws, and regulations, as mentioned in Chapter 3.3.2, and the 

consideration of the "explainability by design" requirement, namely considering the ex-

plainability of the AI systems during the stage of their design. 

 

3.5 Mapping the Stakeholders and their Requirements 

In this section, the aim is to bring together the stakeholders of corporate planning and the 

stakeholders of XAI in order to obtain the requirements for an AI system in terms of ex-

plainability. For this purpose, the terms from 2.3.4 and the XAI stakeholders to be pre-

sented in this chapter are mapped together. 

If one follows the presentation by Bejger/Elster (2020), one recognises that further stake-

holders can be outside the company, such as the owner of the company, the regulator, the 

auditors, the regional or country-related social society (e.g., society in Germany) and the 

supranational society (e.g., the European Union). 
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Table 13: Stakeholder Map B- Stakeholders and their requirements/constraints 

A stakeholder is “an individual, team, or organisation (or classes thereof), with interests in 

(or concerns relative to) a system” (Lankhorst, 2017). 
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The table shows the typical requirements/constraints of the stakeholders of an AI system 

(s. Chapter 3).  The requirement/constraint is named and then described. The stakeholders 

here are the Regulator (governmental – legal institution), deployer (in our case, the com-

pany principal), the user (in our case, business users -- the demand planner, production 

planner, procurement planner, distribution planner, financial planner, and planning expert 

as knowledge engineer), the developer (AI developer, administrator) and all those affected, 

which means an undefined group. 

 

Table 14: Mapping the stakeholder to corporate planning 
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3.6 Summary  

Chapter 3 introduced the topic of artificial intelligence and two approaches in particular - 

non-symbolic AI and symbolic AI. In the key Chapter 3.3 Explainable AI, the aim was to 

show that research into the explainability of AI models is much older than the currently 

fashionable approaches of machine learning and non-symbolic AI; it initially dealt with 

the explainability of expert systems. Moreover, research into explainability is generally 

much older than AI research and has already occupied researchers from the fields of phi-

losophy, psychology, and sociology. The user and stakeholder requirements for explaina-

bility and the requirements of the business planning stakeholders have been mapped to-

gether to create the reference architecture in Chapter 5 in such a way that the requirements 

are met. 

 

Finding 13: In Chapter 3.2, the technical perspective of artificial intelligence was pre-

sented, after the economic perspective was presented in Chapter 1.1 and 1.2. In this chap-

ter, the different areas of AI, machine learning, deep learning, knowledge enabled systems 

and finally the promising approach of neuro symbolic systems, a combination of deep 

learning and symbolic AI, were presented. Then, in Chapter 3.3, the area of XAI was pre-

sented. 

 

Finding 14:  

Chapter 3.4 briefly presents the ethical, legal and regulatory requirements for Explainable 

AI. The risks of AI have been recognised and are already subject to regulation in Europe, 

for example in the area of the EU GDPR, PE-6-2023-INIT, etc. 
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“The Friend’s Apartment was inside a townhouse. From the window of its Main Lounge I 

could see similar townhouses on the opposite side of the street. There were six of them in 

a row, and the front of each had been painted a slightly different color, to prevent a resi-

dent climbing the wrong steps and entering a neighbor’s house by mistake.” (Ishiguro, 

Kazuo (2021). Klara and the Sun. Chapter 4) 

 

4. Design of a Reference Architecture for Ex-

plainable AI 

4.1 Introduction  

In information systems research, as well as in software development, reference models are 

used as templates to form instances using generally valid models, which are based, for 

example, on empirical knowledge and so-called best practices, which then in turn cover 

special domains or use cases. Reference modelling has been part of information systems 

research for some time, and there is a wide body of research on the use of such models and 

on the methodology and forms of their development. For this reason, there are also several 

different approaches to doing so; the choice of method should be made on the basis of the 

specific use case, as there is no standard methodology (Pescholl, 2011). 

One of the main ideas of this thesis is to develop a domain-specific reference model, which 

is a reference architecture for explainable AI in the context of business planning and deci-

sion making, with a focus on the process industry. This comprises the distinct use case, 

thus the methods for developing a reference model with respect to a reference architecture 

must be geared towards it. 

Reference models have a normative character, and this is one of their advantages (Schütte, 

1998). Reference models can be used as a recommendation (or a kind of blueprint) that is 

useful for the development of concrete models. Reference models thus represent a solution 

for an abstract class of problems. According to Pescholl (2011), the process of reference 

modelling can be divided into two sub-processes: firstly, there is the construction of a ref-

erence model which is intended to function as a pattern and thus a generally valid solution 

for related problems, and secondly, the application of a reference model, in which specific 

models or problem solutions are developed for a particular application case on the basis of 

the pattern (derived from the first sub-process) (Schütte, 1998).  
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According to Schütte (1998), since the validity of a reference model cannot be proven due 

to its prescriptive and normative character, other quality criteria must be used to evaluate 

it. These quality criteria are usefulness and applicability, which therefore presuppose the 

high quality and quantity of use – it follows that the process of creating reference models 

is of particular importance. After all, a design is the building of structures from components 

or building blocks through the application of design principles. The making of reference 

models is a creative activity and a form of design if it is carried out methodically and 

systematically (Brocke, vom, 2003). Modelling must consider formal and substantive as-

pects. These are set out, for example, in the Principles of Proper Modelling (Becker et al., 

1995). 

4.2 Theoretical Basis of Reference Architectures 

First and foremost, it is necessary to define what architecture is. There is an oft-quoted, 

ancient definition from the Roman architect Marcus Vitruvius Pollio; in his ten books on 

architecture, "De architectura libri decem", he defines the three most important require-

ments of architecture:   

- Firmitas (solidity),  

- Utilitas (usefulness), and  

- Venustas (beauty).  

All three requirements would have to be considered equally. Furthermore, he defines 

that there are six basic terms for the object of architecture: "ordinatio", "dispositio", 

"eurythmia", "symmetria", "decor", and "distribution" (Howe, 1999).32 

In terms of software architecture, these requirements for a software system can be under-

stood to mean that the product must fulfil the functional and non-functional requirements 

of the stakeholders. The software system must be stable concerning the required quality 

characteristics, e.g., those related to the number of simultaneous users, longevity, and 

adaptability to future requirements, so that further developments are possible. The software 

system should be structured both externally to the user and internally to the developer. On 

the one hand, this should enable intuitive use and further development (Gharbi et al., 2020). 

                                                      
32 Vitruvius. Ten Books on Architecture 
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There are also numerous definitions for the term software architecture (SEI, 2010). In this 

work, the definition is based on IEEE Standard 1471, which defines architecture as the 

“fundamental concepts or properties of a system in its environment, embodied in its ele-

ments, relationships, and the principles of its design and evolution” (ISO 1471, 2011).  

Besides the term software architecture, there is another term, namely enterprise architec-

ture, which can be defined as "a coherent whole of principles, methods, and models that 

are used in the design and realisation of an enterprise's organisational structure, business 

processes, information systems, and infrastructure". In this thesis, software architecture is 

seen as a procedure for the development of a software application; the enterprise architec-

ture can provide the framework or context for the software architecture, in the sense of 

constraints and guidelines for individual software projects (Lankhorst, 2017). 

Another important term is that of the reference model and its distinction from the term 

“reference architecture”. According to Fettke/Loos (2004), there is no uniform definition 

of the term "reference model". They distinguish, for example, between the mapping-ori-

ented model as understood according to Hars (1994), with the characteristic that a reference 

model is helpful in the design of other models. On the other hand, there is Schütte's (1998) 

definition, which contrasts the purely illusion-oriented definition with the fact that the de-

signer of the reference model exerts a significant influence on the constitution of reality, 

and therefore understands reference models as a recommendation that serves as a point of 

reference in the design of information systems. Vom Brocke (2003) emphasises that the 

degree of generality and the recommendation character are difficult to determine, so that 

in extreme cases, a modeller declares his model to be a reference model but it is not used, 

or that a broad group of users recommends the model for reuse and accepts the modelling, 

but it is not explicitly regarded as a reference model (Fettke & Loos, 2004).  

In contrast to a stringent definition, Fettke and Loos (2004) propose a systematisation of 

reference models, based on various characteristics of quality. For example, they distinguish 

between reference models as a phenomenon of a field by examining existing reference 

models and reference models that modellers create as theoretical constructs. The latter can 

be differentiated according to reference models into a terminological apparatus, a set of 

singular statements, a set of general statements, a technique, and a set of normative state-

ments. Since the existing models do not clearly show a single quality feature, they are in 

most cases seen as hybrids between terminological apparatus and singular and general 
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statements. In the following, after Schütte, a reference model is seen as a theoretical con-

struct of a modeller, which is a recommendation that serves as a reference point in the 

design of information systems (Schütte, 1998). These theoretical constructions can be un-

derstood as a terminological apparatus representing a set of concepts that constitute a col-

lection of terms or a conceptual frame of reference for a subject area (this is congruent with 

the term ontology in computer science). Another property of the reference model term used 

here is the set of general statements. The reference model describes a single subject area 

(one company, several companies) and a whole class. The respective construction method 

decides whether this description is obtained deductively or inductively (Fettke & Loos, 

2004).  

Reference models are created by applying reference modelling methods, using reference 

languages. The context must be considered: the modelling changes are part of a specific 

real modelling situation. They are therefore subject to psychological, social, organisational, 

technical, or economic factors, and so forth. Fettke and Loos (2004) mention among ex-

amples of organisational factors the power position of the modellers (persons of the mod-

elling agency), and as technical factors -- the choice of modelling tools, entities of compa-

nies and general requirements of all stakeholders for the information systems (in this work, 

especially for trustworthy AI systems). 

The terms reference architecture and reference model are not clearly distinguished in the 

literature and in practice and have the same relationship to one another as architecture and 

model. They can apply generically across the board, or specifically to an individual com-

pany. This work is about developing a generic view, rather than a specific one related to 

an individual company. As the TOGAF framework describes it, "a generic reference ar-

chitecture provides the architecture team with a blueprint for an organisation-specific ref-

erence architecture that is customised for a particular organisation". For example, a generic 

reference architecture may indicate that there is a need for data models. An example of a 

reference architecture is the IT4IT reference architecture, which also defines a common 

information model for IT management. Another example is the TM Forum eTOM and SID 

as an organisation-specific reference architecture. Therefore, a reference architecture can 

be seen as a reference model for a class of architectures (TOGAF, 2022). 

The German “Gesellschaft für Informatik” defines reference architectures as follows: 

“Reference architectures are proven, generic software architectures for specific application 

domains, such as automotive or e-commerce. They apply across product and company 
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boundaries. They describe reusable structures, components, interfaces, general design rules 

and infrastructures for software systems in the respective” (Reussner & Hasselbring, 2008, 

S. 319) 

4.3 Methodology to Develop Reference Architectures 

An essential step in the development of reference architectures is the definition and appli-

cation of a rigorous methodology for their creation. There are different approaches in the 

literature, perhaps as many as there are definitions of architecture and reference architec-

ture.  

In this work, the methods of Galster & Avgeriou (2011), Nakagawa et al. (2014), Bass et 

al. (2022), and the Architecture Development Method (ADM) of TOGAF (The Open 

Group Framework) are used. While the first three approaches are intended for the creation 

of a software architecture, the ADM is intended for the creation of an enterprise architec-

ture. As already described in Chapter 4.2, the creation of a software architecture can be 

seen in the context of an enterprise architecture, so that these approaches can be combined. 

This is all the truer, since no statements are made about implementation when creating a 

reference architecture. 

4.3.1 Methods to Develop a Reference Architecture 

Galster & Avgeriou (2011) developed and proposed a six-step approach to building a ref-

erence architecture (or RA, short for ‘reference architecture’; Reidt (2019); Galster & 

Avgeriou (2011)) Their approach builds on existing reference architectures created and 

used in practice, as well as on the basis of reference architectures found in the literature. 

They divide the approach into two main parts: firstly, it consists of "ensuring empirical 

grounding" (steps 1 - 5), and secondly "ensuring empirical validity" (step 6). 

Part I, ensuring empirical grounding: 

1. Decision on the type of Reference Architecture 

By using a classification schema, the type of reference architecture is defined (Galster 

& Avgeriou, 2011; Angelov, 2009). This classification differs in two features. First, it 

is based on the goal of the reference architecture, whether it serves standardisation or 
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is to be used as a kind of "blueprint" for the development of (specific) architectures. 

Secondly, it concerns whether the reference architecture is practice-oriented and de-

scribes proven architectures and solutions, or whether the architecture describes future 

solutions that do not currently exist (Reidt, 2019).  

2. Selection of a Design strategy 

In this step, it needs to be defined whether the reference architecture is built using best 

practices and on-project experiences or is to be built completely (or partially) from 

scratch. 

3. Empirical acquisition of data 

In this step, it is determined where the data for the creation of the reference architecture 

should come from. As well, a distinction must be made here as to whether the reference 

architectures are more practice-oriented or research-oriented. The stakeholders must 

be differentiated according to whether they provide information for the creation (or 

instantiation) of the reference architecture, or the stakeholders who apply/implement 

the designed reference architecture. 

4. Construction of the RA 

This step is about modelling the reference architecture. Various views are used, and a 

distinction is made between elements that are used in all instantiations of the reference 

architecture, i.e., which represent a so-called core component, and those that are pre-

sent or not, depending on the instantiation. 

5. Enabling RA variability 

In this step, the variability in the instantiation of the reference architecture is made 

possible by using specific elements. 

 

Part II, ensuring empirical validity: 

6. Evaluation of the Reference Architecture 

Evaluation of the reference architecture depending on the type of architecture -- 

whether its usability or the possibility of adaptation within the instantiation is in the 

foreground (Galster & Avgeriou, 2011, Reidt, 2019). 



 

196 

 

The second approach to be presented was developed by Nakagawa et al. (2014) and 

consists of a four-step approach for the construction, representation, and evaluation of 

a reference architecture (Nakagawa et al., 2014). 

 

1. Identification of Information Sources. 

In this first step, the sources of information are identified. All the elements in this step 

must be addressed by the reference model of the specific reference architectures. Nak-

agawa et al. distinguish between four different sources: (I) Investigation of the refer-

ence architecture literature. The reference architecture must address business rules, ar-

chitectural styles (addressing quality styles of the reference architecture), best practices 

of software developers (architectural decisions, domain constraints, legislation, regu-

lations, and standards), and the software elements that support the development of sys-

tems for a specific domain. (II) Knowledge contained in reference architectures. Inves-

tigate research on reference architectures within literature (III) Knowledge contained 

in software architectures. The knowledge contained in software architecture is about 

five main elements: problem domain, decisions, solution fragments, systems design, 

and implementation. (IV) Generic models of software systems. Usage and investigat-

ing of generic models of software systems. These models have been partially used as 

an important framework for software systems development. In this first step, all rele-

vant information sources are identified, selected, and investigated. All required infor-

mation about processes, activities, and tasks, which the information system should later 

support, must be gathered. Potential information sources are customers, users, and de-

velopers – all stakeholders (software systems, publications, domain ontologies, etc.). 

The knowledge about the domain should be more comprehensive than the one devel-

oping a specific architecture. For gathering the information, techniques like interviews, 

questionnaires etc., can be used.  

2. Architectural Analysis -- identification of elements 

To gather the definitions of the reference architectures -- extracting and using the ele-

ments from the information sources that could become part of reference architectures. 

The elements will be extracted; all elements contained in the definitions of reference 

architectures are analysed, summarised, and grouped. Nine elements were found: (i) 
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business rules (also related to functionalities, business contexts, and the domain prob-

lem); (ii) architectural styles (related to foundation, enterprise architecture, abstract 

framework, and generic architecture); (iii) communication elements (related to data 

flows and an organisation’s Message Bus); (iv) software elements (related to support-

ing artifacts); (v) domain terminology (related to concepts); (vi) best practices; (vii) 

architectural decisions; (viii) domain constraints; and (ix) domain request (including 

domain legislation, regulations, and standards) For gathering the knowledge contained 

in reference architectures, three elements were identified, namely technical elements, 

the business model, and customer needs. For the knowledge contained in software ar-

chitectures, five main elements were taken into respect: problem domain, decisions, 

solution fragments, systems design, and implementation. Investigating on the generic 

models of software systems, there is the following:  

3. Design of the RA- architectural synthesis 

In this step, the architectural description is built as a general framework. This descrip-

tion will be done according to four different groups: the crosscutting group with the 

general information about the reference architecture, the application group, showing 

the dynamic behaviour of the systems that will be built based on the reference archi-

tecture, the infrastructure group, describing the hardware and software, etc. At last, 

there is the domain group, which describes the legislation, standards and regulations, 

etc. 

4. Architectural Evaluation  

The reference architecture evaluation proposed by Nakagawa refers to a task where the 

architectural description is checked by the stakeholders in order to detect defects (Nak-

agawa et al., 2014). 

A third very generic approach focusing on “reference models” is proposed by Fettke 

and Loos (2004). Their approach for building a reference model also consists of a four-

step approach: 

1. Problem Definition 

Define the objective of the modelling process and for which area it is to be developed. 

2. Construction of the reference model  
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Most commonly, according to Fettke and Loos (2004), an inductive process is used 

using specific existing enterprise models, or a deductive approach based on theoretical 

assumptions; another approach would be to develop reference models using existing 

information systems. Based on the previously defined domain and the goal of the mod-

elling process, the reference model is created using a previously selected modelling 

language. The result is the description of all models, modelling views, and variants, as 

well as the relationships between them.   

 

3. Evaluation 

The evaluation of the model should not be done after the reference model has been 

completed. It should be done in parallel with the modelling process and thereby con-

sider the “principles of proper modelling”. Typical criteria for the assessment of the 

reference model are either economic or technical. 

 

4. Maintenance  

The creation of a reference model is not a one-time issue but must be maintained on an 

ongoing basis, e.g., if modelling errors are discovered, appropriate changes are re-

quired, or if new requirements arise. 

 

A reference architecture describes a generic software solution (see definition of reference 

architecture). The methodology for designing a reference architecture as a reference model 

for other reference architectures is based on requirements engineering. In order to design 

and implement an information system or software solution that solves a specific problem, 

one needs to understand the problem and what needs to be solved (Lamsweerde, van, 

2009). Therefore, one needs to find out, understand, formulate, analyse, and agree on what 

problem needs to be solved (the description of services, constraints, and assumptions), why 

this problem needs to be solved (the objectives) and who (such as stakeholders) needs to 

be involved. Following van Lamsweerde (2009), requirements engineering is the "coordi-

nated set of activities to explore, evaluate, document, consolidate, revise and adapt the 
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goals, capabilities, qualities, constraints and assumptions that the future system should ful-

fil based on the problems posed by the existing system and the opportunities offered by 

new technologies" (Lamsweerde, van, 2009). 

To develop a reference architecture, it is necessary to analyse the needs, perform a system 

analysis and derive and specify its requirements. There are different categories of require-

ments. First, there are functional requirements, which define or provide the functionality 

or features that the reference architecture should fulfil. Thus, they address the "what" of 

the three questions that the reference architecture should answer. Another category is the 

non-functional requirements, which can be separated from the constraints or (depending 

on the author) can be seen in one category. The quality requirements are additional func-

tional effects that the reference architecture should provide, in the form of quality-related 

properties. Other non-functional requirements can be distinguished into architecture re-

quirements (e.g., distribution or platform requirements) and development requirements that 

describe or constrain how the reference architecture (or a particular instance of it) should 

be developed (e.g., in terms of cost, schedules, variability of features, maintainability, re-

usability, portability, etc.) A key constraint on the re-fish reference architecture is the con-

formance requirements -- the description of how the reference architecture (or a specific 

implementation of an information system) will conform to the environment, such as na-

tional, international (supernational) laws, international regulations, social norms, ethical 

norms, cultural and political constraints, and standards (Lamsweerde, van, 2009; Bejger & 

Elster, 2021).  

 

In this thesis, we will follow the architecture design approach presented by Bass et al 

(2022) and align it with the ADM TOGAF methodology. Bass et al. describe the Attribute 

Driven Design (ADD) approach, which aims to make architecture design systematic, re-

peatable, and cost-effective. Kazman and McGregor (2012) (s. figure 62) argue that in 

order to use ADD for the design and development of a reference architecture, the ADD 

approach (and the definition of the architecture) must be adapted. 
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Figure 62: Adjusted ADD approach for RA, Kazman and McGregor (2012) 

The architecture design activity consists of design concepts such as reference architectures, 

externally developed components, tactics, and patterns. This approach turns decisions 

about architectural drivers into structures. Architectural drivers include and comprise Ar-

chitecturally Significant Requirements (ASR), functionality, constraints, architectural con-

cerns, and finally, the design purpose. The structures are used to guide the analysis and 

design process. Before architectural design begins, the scope of the system must be deter-

mined.  

 

This is done by defining the context of the architecture or system (Bass, 2021) (s. figure 

63). 
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Figure 63: Steps of the Attribute-Driven Design approach of Bass, L. et al. (2021) 

 Design Purpose 

 Primary functional requirements 

 Quality attribute requirements 

 Design Constraints 

 Concerns 

There are 7 steps in the ADD, which need to be iterated, where necessary. Before an ar-

chitectural design round is started, the architectural drivers need to be available and correct 

(the iteration, if needed, is sometimes described as being the “step 8”) (Bass, et al., 2021) 

Step1: Review inputs and confirm that there is sufficient requirement information. 

In this step, the design purpose is reviewed as the goal for the whole process must be clear 

(especially for one round if it is about incremental design). The primary functionality gath-

ered through the user stories of the main stakeholders must be identified. In this phase, it 

is necessary to evaluate the requirements of the business conditions that have changed, etc. 

All the drivers mentioned above will be part of a design backlog. If iterations are done, 

there must be a design decision which addresses the parts of the architectural drivers com-

prising parts of the backlog (Bass, et al., 2021). 
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Step 2: Establish an iteration goal by selecting drivers -- Identify candidate architectural 

drivers. 

Each iteration round of the ADD approach focuses on a specific goal, e.g., fulfils a subset 

of drivers. That specific goal can be a particular performance goal to be reached, or a spe-

cific use case to be fulfilled. In the design of a reference architecture, the goals must be 

adjusted; accordingly, therefore, a performance goal might be valid for a specific instanti-

ation of the reference architecture, but not for the initial one.  

Step 3: Choose One or More Elements of the System to refine or decompose. 

To satisfy one or a subset of the architectural drivers, architectural design decisions must 

be made, which will “manifest themselves in one or more architectural structures”. That 

can be done using an iterative or top-down approach, by refining and with fine-grain ele-

ments, or by using a bottom-up approach and gaining a rougher set of elements. Those 

elements are the ones which are needed to satisfy the specific architectural drivers. Struc-

tures are built by modules and components, and refining elements from previous iteration 

cycles realise them.  

Step 4: Choose One or More Design Concepts That Satisfy the Architectural Drivers 

In this step, one or more design concepts must be chosen. This is an important step, as 

there are options to choose from, e.g., tactics, patterns, and reference architectures, for 

instance, and externally developed components. This is a difficult decision to make, as it 

must be chosen in relation to the selected iterated goal. 

Step 5: Instantiate Architectural Elements, allocate Responsibilities, and Define Interfaces 

In this step, the decision has to be made on how the elements can be instantiated according 

to the design concept, such as if the layer pattern will be one design concept, and the ar-

chitecture under design will be for an application. Typically, there are three layers to be 

used: the presentation layer to handle all user interaction with the application, the business 

layer for the business rules, and the data layer for persistence. The different layers have to 

be connected; therefore, interfaces are needed to handle the interactivity between the dif-

ferent layers.  
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Step 6: Sketch Views and Record Design Decisions 

The results of the iteration must be preserved as the results of the ADD, e.g., diagrams, as 

they are essential for the whole process. The different sketches and views are built more 

formally than the architectural documentation. The views and documentation are the basis 

for the analysis and review process of the architecture, and how it satisfies the architectural 

drivers.  

  

Step 7: Perform Analysis of Current Design and Review Iteration Goal and Achievement 

of Design Purpose 

 

By reaching this step, a partial design should have been created, which is meeting or ad-

dressing the goal established for the iteration. This is a proof point that will avoid issues 

like unhappy stakeholders and later reworking. This can be done best, e.g., by a third per-

son. 

 

The ADD approach is usually designed to build an architecture and not reference architec-

tures in particular; therefore, some modifications might be necessary to develop a reference 

architecture, due to its more generic and conceptual structure. The modifications necessary 

in the ADD are that the ADD becomes more “conceptual”, and the elements in ADD will 

be described as more abstract. Quality attributes (though not precise quality goals) are 

identified. As well, architecture patterns are described but not concretely instantiated.  

 

At least the ADM (Architecture Development Methodology) within The Open Group Ar-

chitecture Framework (TOGAF) will be presented and ADD (presented above) and ADM 

will be aligned. The TOGAF originated as a generic framework and methodology for the 

development of technical architectures. Since version 8 of the TOGAF framework, it has 

been oriented towards the creation of enterprise architectures; previously, the main task 

was to describe technical architectures without a dedicated orientation.  
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The components of TOGAF are shown in figure 64. 

 

 

Figure 64: Components of TOGAF 

TOGAF consists of an Architecture Capability Framework, which addresses the organisa-

tion, processes, skills, roles, and responsibilities required to establish and operate an archi-

tecture function within an organisation. 

 

The Architecture Development Method (ADM) is a presentation for architects, a kind of 

roadmap for the creation of architectures, and a cyclical approach that develops the enter-

prise architecture step by step. The Architecture Content Framework considers an overall 

enterprise. 

 

The ADM consists of four closely related architectures: the business architecture, the data 

architecture, the application architecture, and the technology (IT) architecture. 

 

The Enterprise Continuum shown in the figure consists of various reference models. For 

example, it includes the Technical Reference Model, The Open Group's Standards Infor-

mation Base (SIB), and The Building Blocks Information Base (BBIB). The aim is to show 

how to get from various basic architectures via general system architectures and sector-

specific architectures, to a company-specific architecture. 
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The TOGAF architecture development process is shown in figure 65 with its different 

phases. It is important to understand that this approach can be run through several iterations 

and that decisions for every iteration must be made about the 

- level of detail 

- time horizon and intermediate steps (Lankhorst, 2017) 

 

 

Figure 65: TOGAF ADM 

The idea of the following table is to combine the two approaches, ADM and ADD, into 

one approach to create the reference architecture for Re_fish. 

 

Table 15: Mapping ADD and ADM and artefacts 
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Table 15 shows how the two approaches, ADM and ADD, can be mapped to each other 

and to the corresponding artefacts. In the following, we will therefore follow the ADM 

method to develop the reference architecture and its artefacts. 

 

TOGAF and ADD are frameworks. These frameworks must be concretised and developed 

for the respective use case. This is why, for example, the specific manifestations of the 

TOGAF framework differ in different companies. 

 

Under TOGAF, there are several reasons why an enterprise architecture needs to be re-

viewed or developed -- in this case, the development of a reference architecture system for 

trustworthy AI - Re_fish. 

 

TOGAF calls the key people involved in the creation and use of an architecture or reference 

architecture stakeholders. These key people want their requirements for the IT (reference) 

architecture to be implemented and achieved. An architect who undertakes the creation of 

the architecture must ensure (that is, address) their concerns by: 

 

- “Identifying and refining the requirements of the stakeholders. 

- Developing views of the architecture that show how the concerns and requirements 

are going to be addressed. 

- Showing the trade-offs that are going to be made in reconciling the potentially con-

flicting concerns of different stakeholders”. 

 

Without a structured approach, it is unlikely that all stakeholder requirements will be met.  

 

The preliminary phase of ADM is about the preparation and initial activities to implement 

the business directives for a new Enterprise Architecture. This includes the definition of 

the architecture, and the organisation-specific framework and the definition of architectural 

principles. 

 

The objectives of the Preliminary Phase are mainly related to organisational preparations, 

when it comes to projects and e.g., the alignment with other frameworks. This has already 

been implemented in chapter 4.2, with regards to the creation of the reference architecture. 
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The input for this phase is therefore the TOGAF library and other frameworks. 

 

Non-architectural inputs include the following information: Board strategies and board 

business plans, the business strategy, the IT strategy, the business principles, the business 

goals, and the business drivers, if available. 

 

However, the governance and legal frameworks, including architecture governance strat-

egy, appear to be particularly relevant, if they are available. 

 

As described in chapter 3, one of the core requirements for AI models is that they meet the 

requirements of the "Ethics Guidelines for Trustworthy Artificial Intelligence" and the EU-

DSGVO. These are also the framework conditions or constraints in the context of creating 

the architecture. 

 

In the following chapters, we will work through the architectural design methodology to 

define which of the tasks and the artefacts are relevant in order to build the RA_fish refer-

ence architecture. 

 

For the development of a reference architecture itself, the ADM phases E to H are only 

partially relevant. They are seen as being relevant to any specific instantiation of the refer-

ence architecture. 

4.3.2 Phase A: Architecture Vision 

This chapter describes the initial phase of the ADM. In this step, the scope of the architec-

ture is defined, the stakeholders are identified, and the architecture vision is created (here 

and in the following, TOGAF, 2022). 

Inputs are reference materials, like reference architectures. They involve a request for ar-

chitecture work and business principles, business goals, and business drivers. 

Architectural inputs are, e.g., constraints on architecture work, the re-use of requirements, 

and architecture principles, which might also include the business principles. 
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4.3.2.1 Establish the Architecture Project 

In this step, as standard enterprise architecture is also a business capability, the iterations 

of ADM are a project. In this step, the project management set-up activities are defined 

and implemented. 

- Relevant deliverable for this work: The project definition is more or less given in 

the description of the architecture vision. 

 

4.3.2.2 Stakeholders, concerns, and business requirements 

In this step, the stakeholders are identified, as are their concerns/objectives; key business 

requirements need to be addressed in the architecture engagement. Stakeholder engage-

ment at this stage is intended to accomplish three objectives: 

 

- To identify candidate vision components and requirements to be tested as the Ar-

chitecture Vision is developed 

- To identify candidate scope boundaries for the engagement to limit the extent of 

architectural investigation required 

- To identify stakeholder concerns, issues, and cultural factors that will shape how 

the architecture is presented and communicated. 

The major deliverable in this step is the stakeholder map for showing the stakeholders how 

they are involved with the engagement, and the level their involvement. Their concerns 

will be also included in this map. Importantly, it also gives information about those con-

cerns and provides input for several other important documentations, e.g., the relevant 

viewpoints for the different stakeholders, which are part of the architecture vision. 

 

Key deliverables of this part are: 

- The Stakeholder Map 

o Concerns – Requirements 

o Information about the views/viewpoints 

 

It is also necessary that the scope of the requirements is documented (ideally, in a kind of 

requirements repository) as it can change over the time and needs to be adapted accordingly 

in future iterations. 
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In this work, the stakeholders’ concerns are gathered via a literature review.  

 

- Relevant deliverable for this work: Stakeholder Map, with all required concerns 

resulting functional and qualitative requirements, constraints, and relevant views/ 

viewpoints.  

4.3.2.3 Confirm and Elaborate Business Goals, Drivers, and Constraints 

In an architecture project, the business goals and strategic drivers of the organisation must 

be gathered and documented. As this work is concerned with the development of a refer-

ence architecture, there are no concretised business goals for this project. The business-

relevant requirements and constraints are gathered and documented in the stakeholder def-

inition.  

Evaluate Capabilities and Assess Readiness for Business Transformation are not applica-

ble. 

4.3.2.4 Define Scope 

In this step, the baseline architecture is described by a scope diagram. This diagram will 

be the decomposed in the following steps. 

- Relevant deliverable for this work: Scope Diagram  

4.3.2.5 Confirm and Elaborate Architecture/ Business Principles 

In this step of the ADM, the Architecture Principles are reviewed under which the archi-

tecture is developed. This is usually part of the preliminary phase (s. above). 

- Relevant deliverable for this work: Review or definition of the Architecture Prin-

ciples.  

4.3.2.6 Develop Architecture Vision 

In this step, the architecture vision is developed. Therefore, is also provides a high-level 

view, as information about an overall architecture to be decided upon is given, based on 

the stakeholder concerns, scope, constraints, and principles. There are different ways to 

achieve such a high-level overview. One common practice, for instance, is to develop a 

simple solution concept diagram, which illustrates the major components of the solution 
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and gives an initial idea on how the solution will result in benefits, if used. Another possi-

bility is the usage of business scenarios (use cases or user stories), which are an appropriate 

and best practice technique to discover and document business requirements. Along with 

the scope diagram, it helps to provide an architecture vision that already give a response to 

the requirements. In phase B, business scenarios will also be used.  “This step generates 

the first, very high-level definitions of the baseline and target environments, from a busi-

ness, information systems, and technology.” (TOGAF, 2022).  

- Relevant deliverable for this work: Business scope diagram, user stories/use cases 

4.3.2.7 Summary of Phase A 

The relevant outputs or deliverables for this work are: 

- Architecture principles 

- Refined business principles 

- Architecture vision 

o Problem description 

o Objective of the work statement 

o Summary views  

o Business scenarios 

o Stakeholder map 

4.3.3 Phase B: Business Architecture 

The objectives of this phase are to develop the Target Business Architecture. This archi-

tecture is used to describe how the corporation needs to operate to achieve its business 

goals. The Business Architecture is also the answer to the strategic drivers set out in the 

Architecture Vision. It addresses the stakeholder concerns. 

Inputs during this phase are reference material, Architecture Principles, Architecture Vi-

sion (with its problem description), the objective of the statement of work, summary of 

relevant views, business scenarios, refined stakeholder requirements, and the draft version 

of the Architecture Definition Document. In the following, only those steps which are seen 
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to be relevant are presented in detail. For a full and detailed description of all steps, the 

reader may refer to the official TOGAF documentation (TOGAF, 2022). 

4.3.3.1 Select Reference Models, Viewpoints, and Tools 

This is when there is a selection of the relevant business architecture resources, reference 

models and/ or patterns. Relevant views/viewpoints area chosen, which are showing that 

the stakeholder concerns are addressed. 

4.3.3.2 Conduct Formal Stakeholder Review 

This step is conducted to check the original motivation for the architecture project and also 

refine the stakeholder requirements. In this work, this step is done via the literature review. 

In a next iteration or, when the reference architecture will be instantiated, there can be 

additional tools like surveys, interviews, workshops with the stakeholders etc. 

4.3.3.3 Finalise the Business Architecture and update ADD 

In this step, the Business Architecture building blocks will be included by re-using as much 

as possible from the existing architectures being consulted as a reference. The Architecture 

Definition Document will be updated. 

4.3.3.4 Summary of Phase B  

For this work, relevant deliverables and therefore the output of phase B are: 

- (Target) Baseline Business Architecture – a diagram 

- Relevant business functions and business services – in a diagram  

- Products the output generated by the business to be offered to customers – Business 

processes – in a diagram. 

- Business roles – reflected in the stakeholders – in a stakeholder map/table 

- Business data model – in a diagram 

- Views corresponding to the selected viewpoints addressing key stakeholder con-

cerns.  

Main deliverable of this phase relevant to this work is the Business Architecture diagram. 
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ADM also suggests a draft architecture requirements specification, including the business 

architecture requirements, like a gap analysis. The gap analysis is necessary if there is an 

existing solution in place and a gap is identified between the current and the target. This is 

not irrelevant in the context of a reference architecture, but will become relevant in a spe-

cific context, by instantiating the RA. Technical requirements and updated business re-

quirements. 

4.3.4 Phase C: Information System Architecture 

This is the main phase for developing the reference architecture, and it consists of the de-

velopment of the target Information Systems Architectures building the reference archi-

tecture. This description addresses how the architecture will enable the identified require-

ments of the stakeholders and the enablement of the Business Architecture. 

Architectural inputs, which are seen to be relevant for this work, include  

- Scope of the organisations impacted 

- Constraints on architecture work 

- Architecture Definition Document 

- Deliverables of previous phases 

4.3.4.1 Select Reference Models, Viewpoints, and Tools 

In this work, at least four architectures of systems will be analysed, which will be used for 

building the (first iteration) of the reference architecture, Re_fish, for trustworthy AI sys-

tems. The relevant Application Architecture and Data Architecture resources (e.g., from 

reference models, patterns, etc.) are based on the business drivers, stakeholders, concern, 

and at least, from Business Architecture. Also, the relevant viewpoints (for example, stake-

holders of the data regulatory bodies, users, generators, subjects, auditors, etc.; various 

time dimensions in real-time, the reporting period, event-driven, etc.; locations; business 

processes) will be selected. The primary objective is to address the stakeholder require-

ments.  

The recommended process to develop the application architecture, following the ADM, is: 
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- Understand the list of applications or application components that are required, de-

pending on the requirements. 

- Simplify any complicated applications by decomposing them into two or more ap-

plications or application components. 

- The set of application definitions should be internally consistent, duplicate func-

tionality should be removed as far as possible, and similar applications should be 

aggregated into one application. 

- Identify the logical applications and also the most appropriate physical applications 

which are required. 

- Develop matrices across the architecture by relating applications to business ser-

vices, business capabilities, data, processes, etc. 

- There needs to be a set of Application Architecture views. These views should ad-

dress how the application will function, become integrated and developed, and 

which operational concerns or requirements may emerge. 

The ADM also recommends building the required matrices showing the association be-

tween the related entities. The same goes for the views/viewpoints, which are needed to 

provide information about how the requirements of the stakeholders are addressed. 

Further steps including the development of the baseline application architecture descrip-

tion, the target application architecture description, the gap analysis, the candidate 

roadmap, the impact analysis, the formal stakeholder review, etc. 

4.3.4.2 Summary of Phase C 

For this work, relevant deliverables and therefore the output of phase C are: 

- Application Architecture – in an application architecture diagram 

- Application interoperability requirements – in an application architecture diagram  

- Relevant technical requirements – in an application architecture diagram. 

- Updated requirements – reflected in the stakeholders – in a stakeholder map/table 

- Constraints on the Technology Architecture about to be designed (s. Chapter 4.3.5) 
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- Views corresponding to the selected viewpoints, addressing key stakeholder con-

cerns.  

4.3.5 Phase D: Technology Architecture 

In Phase D: Technology Architecture, the objectives are to: 

- “Develop the Target Technology Architecture that enables the Architecture Vision, 

target business, data, and application building blocks to be delivered through tech-

nology components and technology services, in a way that addresses the Statement 

of Architecture Work and stakeholder concerns”. 

- Define a roadmap between baseline and target architecture, if there is an existing 

technology architecture. 

The input, architectural, and non-architectural are derived from the previous phases. 

The steps to develop the Technical Architecture are the same as in the previous two phases, 

from a methodological point of view. The steps do have a different focus and perspective, 

which is described in the objectives above. 

4.3.5.1 Select Reference Model, Viewpoints, and Tools 

In this step of phase D, the set of technology principles have to be reviewed. They are part 

of the overarching set of architectural principles.  

The one for the scope relevant to Technology Architecture resources (e.g., reference mod-

els, patterns, etc.) has to be selected based on the business drivers, stakeholders, and their 

requirements. 

The relevant Technology Architecture views and viewpoints must be selected that will 

enable the architecture to provide how the stakeholder requirements are being addressed 

by the Technology Architecture.  

For the view and the viewpoints of the Technology Architecture, certain steps must be 

followed: 

- Define a taxonomy of technology services and logical technology components (in-

cluding standards) 
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- Identify relevant locations where technology is deployed 

- Carry out a physical inventory of deployed technology and abstract up to fit into 

the taxonomy 

- Look at applications and business requirements for technology 

- Assess whether the technology in place is fit-for-purpose to meet new requirements 

(i.e., does it meet functional and non-functional requirements) 

- Determine the configuration of the selected technology 

- Determine the impact of: 

o Sizing and costing 

o Capacity planning 

- Installation/governance/migration impacts 

For this work, a diagram and matrices will be created. The diagrams present the Technol-

ogy Architecture information from the different defined and required perspectives (the so-

called viewpoints), according to the requirements of the stakeholders. 

This activity provides a link between the platform requirements and the hosting require-

ments, as a single application may need to be physically located in several environments 

to support local access, development lifecycles, and hosting requirements. 

The main illustration will be a stack diagram showing how hardware, an operating system, 

software infrastructure and packaged applications are combined to run the application ar-

chitecture. There will be a logical diagram of hardware and software infrastructure, to show 

the contents of the environment and logical communications between components. 

4.3.5.2 Develop Target Technology Architecture Description 

The main objective of this step within Phase D is to develop a Technology Architecture 

description, which enables and supports the Architecture Vision, Target Business Archi-

tecture, and Target Information Systems Architecture. The detail of this description is 

highly dependent on the relevance of the technology elements, which are needed to reach 

the Target Architecture. A key process in the creation of a broad architectural model of the 

target system is to use and conceptualise building blocks. These building blocks describe 
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functionality and how they may be implemented without the detail introduced by configu-

ration or that within the design.  

4.3.5.3 Summary of Phase D 

The overall deliverables and outputs of Phase D are: 

- Reworked and versions of the Architecture Vision phase deliverables, etc. 

- Updated or validated technology principles, or new technology principles  

- An updated draft Architecture Definition Document (ADD) with baseline Technol-

ogy Architecture (if appropriate)  

- The Technology Architecture 

o Technology Components and their relationships to information systems ar-

chitecture (application architecture) 

- The appropriate technology platforms and their decomposition, showing the com-

binations of technology, required to implement a particular “stack” of technology 

- Environments and location as being a grouping of required technology into com-

puting environments (e.g., development, production) and therefore lifecycle man-

agement 

- Expected processing load and its distribution across technology components (not 

applicable to a reference architecture, only to the instantiations) 

- Physical (network) communications – as well as hardware and network specifica-

tions – not applicable 

- Views according to the viewpoints selected, and addressing key stakeholder re-

quirements 

For this work, relevant deliverables and therefore the output of phase D are: 

- Technology Architecture – in a diagram 

- Views corresponding to the selected viewpoints, addressing key stakeholder re-

quirements.  
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4.3.6 Phases E to H: Implementation of a concrete Reference Architecture 

Phases E to H are not covered in detail in this paper, as they are more relevant when it 

comes to instantiating the reference architecture and implementing it for a specific use 

case. In phase E of ADM, "opportunities and solutions", the (software) architecture options 

are evaluated in terms of whether they can fulfil the requirements. These may relate, for 

example, to which language or languages should be used in the creation of the core com-

ponents, the modules. These may include Python, Julia, C++, etc., which databases to use 

for the knowledge base, e.g., Neo4j, which solution to use for workflow management of 

the ML applications, etc. In this phase, feasibility studies are carried out, e.g., in the context 

of a PoC, prototyping, with the aim of developing a detailed software architecture specifi-

cation. In phase F, "migration planning", the transition from the as-is, if it exists, to the 

target architecture takes place. In addition, the relevant further software development pro-

jects must be identified and prioritised in order to organise resources and dependencies. 

The creation of a roadmap for the implementation and migration of the software architec-

ture concludes this phase. In phase G, "Governance Implementation", governance mecha-

nisms are established to ensure compliance with the standards and guidelines for the soft-

ware architecture. This involves monitoring and controlling the software development pro-

cess, checking compliance with the architecture and, iteratively if necessary, making and 

implementing any necessary adjustments. Phase H "Establishment of architecture change 

management" completes the ADM cycle. It involves introducing and implementing pro-

cesses to manage and control changes to the software architecture, as well as conducting 

impact analyses for proposed changes and evaluating them in terms of their compliance 

with the software architecture vision, i.e., ultimately evaluating the architecture. Moreover, 

the integrity and consistency of the software architecture over time should be ensured. 

4.3.7 Summary of the Methodology to Develop Reference Architectures 

The previous chapters have outlined the methodology for describing the development of 

an architecture. In addition, a mixture of the ADM and the ADD approach was preferred, 

which served the purpose of taking into account the more software architecture heavy ADD 

in the ADM approach. It should be noted that the two approaches do not differ greatly. It 

is worth noting, however, that the ADD places greater emphasis on iterating individual 

development phases and thus deepening the scope under consideration and detailing the 

architecture. - The individual phases A- D of the ADM do not differ significantly, only in 
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the degree of the viewpoint. A target architecture - here in the sense of the reference archi-

tecture - is made up of several components. The artefacts resulting from the implementa-

tion of phases A-D are a basis. 

4.4 Summary 

The task of Chapter 4 was to provide the methodology for the design and development of 

a reference architecture. for this purpose, the theoretical basis for reference modelling, a 

reference architecture being a reference model for specific architectures, was laid. Then 

different approaches to carry out such modelling were examined and a combination of the 

ADM and the ADD was proposed. It should be noted that the ADM is a framework that 

can be implemented in different ways for specific companies. The approach was then de-

scribed in detail so that it can now serve as a basis in Chapter 5, together with the prepar-

atory work from the other chapters, to create the Re_fish reference architecture.  

 

Finding 15: In Chapter 4, the theoretical possibilities for developing a reference architec-

ture were examined and discussed. For Re_fish, the methodology was based on the TO-

GAF ADM and the ADD methodology. The whole process of designing and developing a 

reference architecture was described. 
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“Josie began to lose her strength eleven days after our return from the city. At first this 

phase seemed no worse than the ones she’d gone through before, but then came new signs, 

such as strange breathing, and her semi-waking in the morning, eyes open but empty. If 

during these spells I spoke to her, she wouldn’t respond, and the Mother took to coming 

up to the bedroom early each morning. And if Josie was in her semi-waking condition, the 

Mother would stand over the bed, repeating under her breath, ‘Josie, Josie, Josie,’ as 

though this were part of a song she was memorizing.”(Ishiguro, Kazuo (2021). Klara and 

the Sun. Chapter 5) 

 

5. Development of a Reference Architecture for 

Explainable AI in Corporate Planning 

5.1 Introduction 

As the theoretical foundation was laid in Chapters 1-4, the Re_fish reference architecture 

will be built based on those findings. Therefore, in Chapter 5 of "Design and Development 

of a Reference Architecture for Explainable AI in Corporate Planning, " the reference ar-

chitecture will be developed following the ADM methodology aligned with the ADD. 

5.2 Development of the Re_fish Reference Architecture 

 

Figure 66: Structure of the design process 
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Figure 66 shows how the design process of the reference architecture is structured. The left 

part shows that the functional and qualitative requirements collected in the previous chap-

ters, based on research results from different scientific disciplines, are incorporated into 

the reference architecture. These requirements are represented in the stakeholder map and 

are assigned to them. The list of all requirements and constraints is summarised in 5.2.1. 

The fulfilment of these requirements forms a basis for the evaluation of the architecture. 

In addition to the requirements and constraints, architectures that have already been created 

(RA I - RA IV) are also included; the reference architecture created in this way can then 

serve as a basis for further, specific architectures. An important requirement arises from 

the possibility of auditing the Explainer/AI system, due to the ever-increasing demands for 

the explainability of the recommendations and decisions of (automatic) AI.33 

In particular, the abstraction of existing systems that are already in use, in the sense of an 

inductive approach, is an essential methodology for developing Re_fish. There are already 

a number of approaches to knowledge-based systems. For example, Chari et al. describe 

expert systems that use the EES framework, e.g., MYCIN and NEOMY-CIN. There is also 

an explainable description logic - CLASSIC - and the development of the EES framework 

(presented later in this text). Cognitive assistants are largely driven by the DARPA Per-

sonal Assistant that Learns (PAL) programme, which was used to build the Cognitive as-

sistant that Learns and Organises (CALO) system. The CALO system uses the Integrated 

Cognitive Explanation Environment (ICEE) - Intelligent Tutors.  The scenario planning 

system of the DFKI (AISOP). As non-symbolic AI models have recently received special 

attention due to their enormous power in some areas, many methdodes and approaches 

have emerged in this domain, as already mentioned in Chapter 3.3.1. 

In an architecture development process, the results and deliverables are documented in an 

artefact, the Architecture Definition Document (Not to be confused with Attributive Driven 

Design (also ADD for short), hence, the artefact is abbreviated hereafter as ADDC.). The 

ADDC is the deliverable container for the core architectural artefacts created during the 

                                                      
33 With the publication of ChatGPT, especially ChatGPT-4, by OpenAI, the discussion about artificial intel-

ligence and the demand for control was accelerated once again. In May, the EDSA ("European Data 

Protection Committee") set up a task force around ChatGPT - as a reaction to the Italian ban on chatbots 

(https://edpb.europa.eu/news/news/2023/edpb-resolves-dispute-transfers-meta-and-creates-task-force-

chat-gpt_en). Accessed 18.06.2023 

https://edpb.europa.eu/news/news/2023/edpb-resolves-dispute-transfers-meta-and-creates-task-force-chat-gpt_en
https://edpb.europa.eu/news/news/2023/edpb-resolves-dispute-transfers-meta-and-creates-task-force-chat-gpt_en
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whole project. The Architecture Definition Document spans all architecture domains (busi-

ness, data, application, and technology) and examines all relevant states of the architecture 

-- baseline, interim state(s), and target. 

 

The architecture definition document is a companion the architecture requirements speci-

fication and has a complementary objective: it provides a qualitative view of the solution 

and is intended to convey the architects' intent. The architecture requirements specification 

provides a quantitative view of the solution and gives measurable criteria to be met in the 

implementation of the architecture. In the following, however, only some parts of the ar-

chitecture design document will play a role. The further development of the artefact takes 

place in further iterations to refine the reference architecture or in instantiation, in which 

the reference architecture is used for concrete use cases (TOGAF, 2022). 

5.2.1 Preliminary, Purpose and Scope 

This step is to be linked to steps 1 and 2 of the ADD34, and steps 1 and 2 of the ADM 

method; the scope of the architecture needs to be defined and the stakeholders should be 

identified, along with their requirements. The architecture vision also needs to be defined.  

Inputs: 

The inputs for this phase are the architectural drivers, the stakeholders, and the goal35 (the 

iteration goal(s)) of the design cycle. Other inputs come from the ADM or are existing 

reference material and reference architectures. From the enterprise perspective, the inputs 

are business principles, goals, and business drivers. Since the reference architecture is at 

an aggregate level, the inputs from the architecture perspective are all constraints on the 

architecture work. It is essential to consider and check in advance whether there is a pos-

sibility to reuse requirements and architectural principles (probably including business 

principles). 

Outputs: 

a) Architectural vision 

                                                      
34 Here “Attributive Driven Design” – in short ADD 
35 An architecture is developed by multiple iterations, therefore for every iteration the goals of this cycle 

must be defined. 
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b) Solution context: a high-level architectural diagram  

c) Stakeholder Map with requirements 

d) Constraints 

a) Architecture Vision 

Problem Background: 

When decisions and actions made by an AI model in corporate planning scenarios and 

decision-making are not explainable to stakeholders, they are not trusted. As these models 

need to be more transparent, interpretable, or explainable, they are not used to their full 

potential (the difference between interpretability/explainability and explanation depends 

on the situation in which the model is used). This dissertation proposes that most managers 

and decision-makers in business need more mathematical and statistical knowledge to un-

derstand decisions or actions made by subsymbolic black-box machine learning and pro-

found learning models. A sustained lack of stakeholder trust may slow down or even pre-

vent the adoption of AI approaches and models within a corporate planning - business 

context. Corporate planning is one of the core capabilities of management or leadership, 

and goal-oriented, forward-looking thinking is not limited to one company. Planning is a 

core element of business and is central to all business disciplines. It entails the anticipation 

of future operational events, thus planning transactions by thinking about the future and 

doing so while having a goal-oriented approach. Such goals must be stated clearly among 

the different areas and subareas of the company, aside from decision-making. Therefore, 

planning is a decision problem, which may be examined from different perspectives, e.g., 

business administration follows a rationality paradigm, with a model of the rational think-

ing “homo economicus”; the cognitive psychologists prioritise the processes in the mind 

of the decision maker; game theorists are interested in mathematical decision behaviour; 

the behavioural economists are interested in the changes in decision-making behaviour in 

particular contexts, etc. Of note here is that the quality of decision-making is significantly 

improved through the usage of AI models, as humans tend to bias decision-making with 

emotions and irrational behaviours. Humans also lack information about the situation the 

decision must be made within (bounded rationality) (Gigerenzer & Selten, 2002; Russel & 

Norvig, 2022). Humans tend to base their decision-making on subjective, past experiences 
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- even when the context of the situation does not fit. Recent studies have found36 a machine-

hybrid approach, which could beat the best chess computers within a game, for instance, 

and reach better results than AI or a human, alone (Augmented AI, s. e.g., De Cremer & 

Kasparov, 2022; Frankfurter Allgemeine Zeitung, 2022). Therefore, the proposition is a 

hybrid approach of human and AI, which leads to better results in planning. The use of AI 

is particularly helpful in the two sub-disciplines of scenario planning and integrated busi-

ness planning (sales & operations planning). In scenario planning, for example, there is a 

large, comprehensive set of alternatives from which only the scenarios that are relevant for 

the company can be selected. In the area of integrated business planning, the combination 

of the scope of planning (strategic, tactical and operational), product levels, locations, sup-

pliers and customers, and any external factors that need consideration at different levels 

can lead to such a high level of complexity that AI models can be used successfully.  How-

ever, their suggestions and decisions must be explained to the user so that they can be 

trusted, and its suggestions implemented accordingly. The focus is only on the two parts – 

scenario planning and forecast (demand, supply, distribution, procurement) and not to au-

tomate the whole corporate planning process (therefore, it is more to be to augment the 

planning process resp. for the planner) 

Change Drivers and Opportunities: 

The purpose of the reference architecture is defined by the research goal of this work (s. 

Chapter 1.2 The Research Goal and Research Question): 

The main goal of this work is to develop a reference architecture as a reference model 

which can be used for design development, as well as implementation and runtime of a 

trustworthy and reliable XAI system. The designed reference architecture is called 

“Re_fish” (in tribute to Marian Rejewski, the leading Polish scientist solving the Enigma 

code and the Babelfish – “a fictional universal decoder for any form of language in the 

universe” (Adams, 2010). The empirical relevance of the reference architecture will be 

developed with scientific rigour, within a process industry corporate planning context. The 

reference architecture for trustworthy AI systems should consider the requirements of all 

relevant stakeholders (see table 7-10, 13 and 14) and ensure explainability by design, as 
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well as throughout the entire life cycle. The explanation component should be able to ac-

count for different models of non-symbolic and symbolic AI. 

Business principles and goals derive from the requirements of the process industry men-

tioned in Chapter 2: 

Both process industries, chemical and pharmacy, play significant roles in the global econ-

omy and involve complex, interconnected supply chains and processes, in which raw ma-

terials are transformed into intermediate and finished products through a series of chemical 

reactions and physical operations. The XAI system must be able to provide the relevant 

explanation of its decisions/recommendations, especially causality. Typical (domain) 

knowledge of the XAI system should include, for example, the following areas:  

- Knowledge/Information about different steps - the sequence of the production, e.g., 

scheduling of the batches, which is relevant within forecasting supply, demand etc.  

- Allocation of the right resources in the right volume/quality/time/quality  

- Domain knowledge, e.g., clinical trials, research/development activities, regulatory 

approvals, particularly important for the introduction of new products within the 

framework of the forecast. 

- Knowledge about scenarios, forecasting, forecasting accuracy  

- Predictive maintenance - as one of the findings in Chapter 2 was that the process 

industry is highly asset-intensive industry  

- Knowledge about the planning process and the decision variables, the strategic and 

tactical inputs (s. the stakeholder map) 

b) Solution Context- High Level Architecture Diagram 
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Figure 67: High level conceptual diagram 

From the illustration in charts 67 and 68, which is a high-level concept diagram, it can be 

seen that the Re_fish reference architecture described here (highlighted in blue) is used to 

explain the AI models used in the context of business planning. This work focuses on the 

areas of scenario planning and integrated business planning that have been identified as 

particularly important (s. Chapter 2). 
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Figure 68: Re_fish high level conceptual diagram 

a) Stakeholder Map with requirements 

The stakeholder map is divided into two parts. Two mapping tables were created based on 

the research. The first table shows the entire model of strategic and tactical integrated busi-

ness planning with its decision variables. The table contains the key input values and the 

parameters that are to be regarded as external to the model and shows which questions and 

types of explanations arise in the planning process. In the present case, these are essentially 

question types 2 and 3 of Pearl's causal hierarchy. Therefore, it must be possible to answer 

these types of questions within the framework of the explainer. 
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The tables in Chapter 2.3.4 (tables 1-4, Stakeholder Map A – Model and Decision Varia-

bles, parts I to IV) show the parameters relevant within strategic-tactical corporate plan-

ning. The parameter ID are SI = Strategic Input, EP = External Parameter, DE = Decision 

Variable, IP = Input Parameter. Stakeholder Group = mapping in Table Stakeholder B, 

Stakeholder- Mapping in due Table Stakeholder B, Domain = considered domain, e.g., 

Procurement Planning, Sales Planning etc. Type = formulation of the ID type.  Decision = 

decision, Input for plan = for which planning the parameter is valid as input, Input from 

plan = from which planning the parameter is transferred as input. Deliverable = What is 

the respective deliverable, e.g., demand planning etc.? Industry remarks = remarks if the 

parameter is particularly relevant to the process industry (chemicals, life sciences).  Im-

pacted Stakeholder = Stakeholders who are affected by the decision. Description = general 

description of the parameter. Decision/specification = specific presentation of the decision, 

and finally Level of Causal hierarchy = level of the causality hierarchy according to Judea 

Pearl, Explanation Type according to Judea Pearl (Pearl (2009); Pearl (2018)). 

 

b) Constraints 

Table 10 Stakeholder Map Part B lists the constraints per stakeholder and allows them to 

be checked against the reference architecture. In addition to the constraints identified per 

stakeholder group, there are other requirements or constraints on an AI model. In the con-

text of lifecycle management, it must be ensured that the model is not subject to bias (see 

Chapter 5.2.8). 
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Table 16: Stakeholder Map B – Constraints 

ID
R

eq
ui

re
m

en
ts

/ C
on

st
ra

in
t

D
es

cr
ip

tio
n

A
rc

hi
te

ct
ur

al
 P

ri
nc

ip
le

/ C
on

st
ra

in
t

S
ta

ke
ho

ld
er

S
ta

ke
ho

ld
er

 M
ap

pi
ng

S
ol

ut
io

n
R

ef
er

en
ce

s

R
C

1
A

cc
ep

ta
nc

e 
Im

pr
ov

e 
ac

ce
pt

an
ce

 o
f s

ys
te

m
s

Th
e 

sy
st

em
 m

us
t f

ol
lo

w
 th

e 
G

D
P

R
 r

eg
ul

at
io

ns
 a

nd
 e

th
ic

al
 g

ui
de

lin
es

 fo
r 

tr
us

tw
or

th
y 

A
I o

r 
an

y 
ru

le
s 

la
id

 d
ow

n 
by

 th
e 

re
gu

la
to

r.
R

eg
ul

at
or

, D
ep

lo
ye

r
G

ov
er

nm
en

t, 
A

ud
ito

r,
 M

an
ag

em
en

t B
oa

rd
R

eg
ul

at
io

ns
, a

ud
its

, q
ua

lit
y 

ch
ec

k,
 fo

llo
w

in
g 

th
e 

st
an

da
rd

s
G

D
P

R
, e

th
ic

s 
gu

id
el

in
es

 fo
r 

tr
us

tw
or

th
y 

A
I

R
C

2
A

cc
ou

nt
ab

ilit
y 

 
P

ro
vi

de
 a

pp
ro

pr
ia

te
 m

ea
ns

 to
 d

et
er

m
in

e 
w

ho
 is

 

ac
co

un
ta

bl
e

Th
e 

de
pl

oy
er

 is
 r

es
po

ns
ib

le
 fo

r 
th

e 
ou

tc
om

e 
an

d 
co

ns
eq

ue
nc

es
 o

f t
he

 u
se

 o
f t

he
 

A
I i

f i
t c

an
 b

e 
de

m
on

st
ra

te
d 

th
at

 th
e 

m
od

el
 is

 u
se

d 
in

 a
cc

or
da

nc
e 

w
ith

 th
e 

de
pl

oy
er

s'
s 

sp
ec

ifi
ca

tio
ns

. T
he

 d
ep

lo
ye

r 
co

nf
irm

s 
an

d 
is

 r
es

po
ns

ib
le

 fo
r 

co
m

pl
ia

nc
e 

w
ith

 th
e 

G
D

P
R

 a
nd

 e
th

ic
al

 p
rin

ci
pl

es
 fo

r 
tr

us
tw

or
th

y 
A

I o
r 

an
y 

ru
le

s 

la
id

 d
ow

n 
by

 th
e 

re
gu

la
to

r

R
eg

ul
at

or
, D

ep
lo

ye
r

G
ov

er
nm

en
t, 

A
ud

ito
r,

 M
an

ag
em

en
t B

oa
rd

R
eg

ul
at

io
ns

, a
ud

its
, q

ua
lit

y 
ch

ec
k,

 fo
llo

w
in

g 
th

e 
st

an
da

rd
s

G
D

P
R

, e
th

ic
s 

gu
id

el
in

es
 fo

r 
tr

us
tw

or
th

y 
A

I, 
le

ga
l f

ra
m

ew
or

ks

R
C

3
Fa

irn
es

s 
 

A
ss

es
s 

an
d 

in
cr

ea
se

 a
 s

ys
te

m
’s

 (
ac

tu
al

) 

fa
irn

es
s 

A
ffe

ct
ed

,

Th
e 

de
pl

oy
er

 is
 r

es
po

ns
ib

le
 fo

r 
th

e 
ou

tc
om

e 
an

d 
co

ns
eq

ue
nc

es
 o

f t
he

 u
se

 o
f t

he
 

A
I i

f i
t c

an
 b

e 
de

m
on

st
ra

te
d 

th
at

 th
e 

m
od

el
 is

 u
se

d 
in

 a
cc

or
da

nc
e 

w
ith

 th
e 

de
pl

oy
er

s 
sp

ec
ifi

ca
tio

ns
. T

he
 d

ep
lo

ye
r 

co
nf

irm
s 

an
d 

is
 r

es
po

ns
ib

le
 fo

r 

co
m

pl
ia

nc
e 

w
ith

 th
e 

G
D

P
R

 a
nd

 e
th

ic
al

 p
rin

ci
pl

es
 (

fa
irn

es
s)

 fo
r 

tr
us

tw
or

th
y 

A
I o

r 

an
y 

th
e 

ru
le

s 
la

id
 d

ow
n 

by
 th

e 
re

gu
la

to
r.

R
eg

ul
at

or
, D

ep
lo

ye
r

G
ov

er
nm

en
t, 

A
ud

ito
r,

 M
an

ag
em

en
t B

oa
rd

R
eg

ul
at

io
ns

, a
ud

its
, q

ua
lit

y 
ch

ec
k,

 fo
llo

w
in

g 
th

e 
st

an
da

rd
s

G
D

P
R

, e
th

ic
s 

gu
id

el
in

es
 fo

r 
tr

us
tw

or
th

y 
A

I, 
le

ga
l f

ra
m

ew
or

ks

R
C

4
In

fo
rm

ed
 C

on
se

nt
E

na
bl

e 
hu

m
an

s 
to

 g
iv

e 
th

ei
r 

in
fo

rm
ed

 c
on

se
nt

 

co
nc

er
ni

ng
 a

 s
ys

te
m

’s
 d

ec
is

io
ns

Th
e 

re
gu

la
to

r 
an

d 
th

e 
de

pl
oy

er
 a

re
 r

es
po

ns
ib

le
 to

 e
na

bl
e 

an
y 

hu
m

an
s 

af
fe

ct
ed

 b
y 

th
e 

sy
st

em
's

 d
ec

is
io

n 
to

 g
iv

e 
in

fo
rm

ed
 fe

ed
ba

ck
 o

n 
th

e 
de

ci
si

on
 m

ad
e.

 A
ffe

ct
ed

, R
eg

ul
at

or
G

ov
er

nm
en

t, 
S

oc
ie

ty
, C

us
to

m
er

, A
ud

ito
r,

 

M
an

ag
em

en
t B

oa
rd

R
eg

ul
at

io
ns

, a
ud

its
, q

ua
lit

y 
ch

ec
k,

 fo
llo

w
in

g 
th

e 
st

an
da

rd
s

G
D

P
R

, e
th

ic
s 

gu
id

el
in

es
 fo

r 
tr

us
tw

or
th

y 
A

I, 
le

ga
l f

ra
m

ew
or

ks

R
C

5
M

or
al

ity
/E

th
ic

s 
 

A
ss

es
s 

an
d 

in
cr

ea
se

 a
 s

ys
te

m
’s

 c
om

pl
ia

nc
e 

w
ith

 m
or

al
 a

nd
 e

th
ic

al
 s

ta
nd

ar
ds

Th
e 

re
gu

la
to

r 
an

d 
th

e 
op

er
at

in
g 

co
m

pa
ny

 a
re

 r
es

po
ns

ib
le

 fo
r 

an
d 

m
us

t a
ss

es
s 

th
e 

A
I s

ys
te

m
 fo

r 
sy

st
em

 c
om

pl
ia

nc
e 

w
ith

 G
D

P
 r

eg
ul

at
io

ns
 a

nd
 g

ui
de

lin
es

 fo
r 

tr
us

tw
or

th
y 

A
I.

A
ffe

ct
ed

, R
eg

ul
at

or
G

ov
er

nm
en

t, 
S

oc
ie

ty
, C

us
to

m
er

, A
ud

ito
r,

 

M
an

ag
em

en
t B

oa
rd

R
eg

ul
at

io
ns

, a
ud

its
, q

ua
lit

y 
ch

ec
k,

 fo
llo

w
in

g 
th

e 
st

an
da

rd
s

G
D

P
R

, e
th

ic
s 

gu
id

el
in

es
 fo

r 
tr

us
tw

or
th

y 
A

I, 
le

ga
l f

ra
m

ew
or

ks

R
C

6
R

es
po

ns
ib

ilit
y 

P
ro

vi
de

 a
pp

ro
pr

ia
te

 m
ea

ns
 to

 le
t h

um
an

s 

re
m

ai
n 

re
sp

on
si

bl
e 

or
 to

 in
cr

ea
se

 p
er

ce
iv

ed
 

re
sp

on
si

bi
lit

y

In
 a

pp
lic

at
io

ns
 o

r 
si

tu
at

io
ns

 th
at

 d
ire

ct
ly

 o
r 

in
di

re
ct

ly
 e

nd
an

ge
r 

lif
e,

 it
 m

us
t b

e 

en
su

re
d 

th
at

 th
e 

hu
m

an
 b

ei
ng

 r
em

ai
ns

 u
lti

m
at

el
y 

re
sp

on
si

bl
e 

or
 is

 a
bl

e 
to

 

in
flu

en
ce

 th
e 

de
ci

si
on

 (
hu

m
an

 in
 th

e 
lo

op
).

R
eg

ul
at

or
G

ov
er

nm
en

t, 
A

ud
ito

r,
 M

an
ag

em
en

t B
oa

rd
R

eg
ul

at
io

ns
, a

ud
its

, q
ua

lit
y 

ch
ec

k,
 fo

llo
w

in
g 

th
e 

st
an

da
rd

s
G

D
P

R
, e

th
ic

s 
gu

id
el

in
es

 fo
r 

tr
us

tw
or

th
y 

A
I, 

le
ga

l f
ra

m
ew

or
ks

R
C

7
Tr

an
sp

ar
en

cy
 

H
av

e 
tr

an
sp

ar
en

t s
ys

te
m

s 

If 
po

ss
ib

le
, t

ra
ns

pa
re

nt
 s

ys
te

m
s 

an
d 

m
od

el
s 

sh
ou

ld
 b

e 
us

ed
 a

nd
 p

re
fe

rr
ed

 to
 

m
od

el
s 

th
at

 a
re

 n
ot

 tr
an

sp
ar

en
t. 

Th
e 

tr
an

sp
ar

en
cy

 o
f t

he
 s

ys
te

m
s 

us
ed

 a
nd

 th
ei

r 

m
od

es
 o

f o
pe

ra
tio

n 
m

us
t b

e 
gu

ar
an

te
ed

. F
or

 e
xa

m
pl

e,
 th

ro
ug

h 
ap

pr
op

ria
te

 

do
cu

m
en

ta
tio

n 
or

 te
st

s.

R
eg

ul
at

or
G

ov
er

nm
en

t, 
A

ud
ito

r,
 M

an
ag

em
en

t B
oa

rd
R

eg
ul

at
io

ns
, a

ud
its

, q
ua

lit
y 

ch
ec

k,
 fo

llo
w

in
g 

th
e 

st
an

da
rd

s
G

D
P

R
, e

th
ic

s 
gu

id
el

in
es

 fo
r 

tr
us

tw
or

th
y 

A
I, 

le
ga

l f
ra

m
ew

or
ks

R
C

8
Tr

us
tw

or
th

in
es

s 
 

A
ss

es
s 

an
d 

in
cr

ea
se

 th
e 

sy
st

em
’s

 

tr
us

tw
or

th
in

es
s

Th
e 

sy
st

em
 m

us
t f

ol
lo

w
 th

e 
G

D
P

R
 r

eg
ul

at
io

ns
 a

nd
 e

th
ic

al
 g

ui
de

lin
es

 fo
r 

tr
us

tw
or

th
y 

A
I o

r 
an

y 
ru

le
s 

la
id

 d
ow

n 
by

 th
e 

re
gu

la
to

r.
R

eg
ul

at
or

G
ov

er
nm

en
t, 

A
ud

ito
r,

 M
an

ag
em

en
t B

oa
rd

R
eg

ul
at

io
ns

, a
ud

its
, q

ua
lit

y 
ch

ec
k,

 fo
llo

w
in

g 
th

e 
st

an
da

rd
s

G
D

P
R

, e
th

ic
s 

gu
id

el
in

es
 fo

r 
tr

us
tw

or
th

y 
A

I, 
le

ga
l f

ra
m

ew
or

ks

R
C

9
Le

ga
l C

om
pl

ia
nc

e 
A

ss
es

s 
an

d 
in

cr
ea

se
 th

e 
le

ga
l c

om
pl

ia
nc

e 
of

 a
 

sy
st

em

Th
e 

sy
st

em
 m

us
t f

ol
lo

w
 th

e 
G

D
P

R
 r

eg
ul

at
io

ns
 a

nd
 e

th
ic

al
 g

ui
de

lin
es

 fo
r 

tr
us

tw
or

th
y 

A
I o

r 
an

y 
ru

le
s 

la
id

 d
ow

n 
by

 th
e 

re
gu

la
to

r.
D

ep
lo

ye
r

M
an

ag
em

en
t B

oa
rd

A
ud

its
, q

ua
lit

y 
ch

ec
ks

, f
ol

lo
w

in
g 

th
e 

st
an

da
rd

s
D

es
ig

n 
an

d 
de

ve
lo

pm
en

t g
ui

de
lin

es
, a

rc
hi

te
ct

ur
al

 p
rin

ci
pl

es
, s

ys
te

m
s 

te
st

s

R
C

10
S

af
et

y 
 

A
ss

es
s 

an
d 

in
cr

ea
se

 a
 s

ys
te

m
’s

 s
af

et
y

Th
e 

de
pl

oy
er

 is
 r

es
po

ns
ib

le
 fo

r 
th

e 
se

cu
rit

y 
of

 th
e 

A
I s

ys
te

m
 in

 th
e 

de
si

gn
at

ed
 

ap
pl

ic
at

io
n 

ar
ea

. T
he

 u
se

r 
is

 r
es

po
ns

ib
le

 fo
r 

us
in

g 
th

e 
A

I s
ys

te
m

 in
 th

e 
in

te
nd

ed
 

ar
ea

 o
f a

pp
lic

at
io

n.

D
ep

lo
ye

r,
 U

se
r

M
an

ag
em

en
t B

oa
rd

, D
em

an
d 

P
la

nn
er

, S
up

pl
y 

P
la

nn
er

 e
tc

.
A

ud
its

, q
ua

lit
y 

ch
ec

ks
, f

ol
lo

w
in

g 
th

e 
st

an
da

rd
s

D
es

ig
n 

an
d 

de
ve

lo
pm

en
t g

ui
de

lin
es

, a
rc

hi
te

ct
ur

al
 p

rin
ci

pl
es

, s
ys

te
m

s 
te

st
s

R
C

11
Tr

us
t  

C
al

ib
ra

te
 a

pp
ro

pr
ia

te
 tr

us
t i

n 
th

e 
sy

st
em

Th
e 

sy
st

em
 m

us
t f

ol
lo

w
 th

e 
G

D
P

R
 r

eg
ul

at
io

ns
 a

nd
 e

th
ic

al
 g

ui
de

lin
es

 fo
r 

tr
us

tw
or

th
y 

A
I o

r 
an

y 
ru

le
s 

la
id

 d
ow

n 
by

 th
e 

re
gu

la
to

r.
U

se
r,

 D
ep

lo
ye

r
M

an
ag

em
en

t B
oa

rd
, D

em
an

d 
P

la
nn

er
, S

up
pl

y 

P
la

nn
er

 e
tc

.
A

ud
its

, q
ua

lit
y 

ch
ec

ks
, f

ol
lo

w
in

g 
th

e 
st

an
da

rd
s,

 s
ys

te
m

 te
st

s
D

es
ig

n 
an

d 
de

ve
lo

pm
en

t g
ui

de
lin

es
, a

rc
hi

te
ct

ur
al

 p
rin

ci
pl

es
, s

ys
te

m
s 

te
st

s

R
C

12
A

cc
ur

ac
y 

 
A

ss
es

s 
an

d 
in

cr
ea

se
 a

 s
ys

te
m

’s
 p

re
di

ct
iv

e 

ac
cu

ra
cy

Th
e 

ac
cu

ra
cy

 o
f t

he
 s

ys
te

m
 is

 c
he

ck
ed

 d
ur

in
g 

th
e 

de
ve

lo
pm

en
t o

f t
he

 s
ys

te
m

 a
nd

 

du
rin

g 
op

er
at

io
n.

D
ev

el
op

er
A

I D
ev

el
op

er
D

es
ig

n 
an

d 
de

ve
lo

pm
en

t g
ui

de
lin

es
, a

rc
hi

te
ct

ur
al

 p
rin

ci
pl

es
, s

ys
te

m
s 

te
st

s
D

es
ig

n 
an

d 
de

ve
lo

pm
en

t g
ui

de
lin

es
, a

rc
hi

te
ct

ur
al

 p
rin

ci
pl

es
, s

ys
te

m
s 

te
st

s

R
C

13
E

ffe
ct

iv
en

es
s 

 
A

ss
es

s 
an

d 
in

cr
ea

se
 a

 s
ys

te
m

’s
 e

ffe
ct

iv
en

es
s;

 

w
or

k 
ef

fe
ct

iv
el

y 
w

ith
 a

 s
ys

te
m

Th
e 

ef
fe

ct
iv

en
es

s 
of

 th
e 

sy
st

em
 is

 c
he

ck
ed

 d
ur

in
g 

th
e 

de
ve

lo
pm

en
t o

f t
he

 s
ys

te
m

 

an
d 

du
rin

g 
op

er
at

io
n.

D
ev

el
op

er
, U

se
r

A
I D

ev
el

op
er

, B
us

in
es

s 
U

se
r,

 D
em

an
d 

P
la

nn
er

, 

S
up

pl
y 

P
la

nn
er

 e
tc

.
D

es
ig

n 
an

d 
de

ve
lo

pm
en

t g
ui

de
lin

es
, a

rc
hi

te
ct

ur
al

 p
rin

ci
pl

es
, s

ys
te

m
s 

te
st

s
D

es
ig

n 
an

d 
de

ve
lo

pm
en

t g
ui

de
lin

es
, a

rc
hi

te
ct

ur
al

 p
rin

ci
pl

es
, s

ys
te

m
s 

te
st

s

R
C

14
E

ffi
ci

en
cy

  
A

ss
es

s 
an

d 
in

cr
ea

se
 a

 s
ys

te
m

’s
 e

ffi
ci

en
cy

; 

w
or

k 
ef

fic
ie

nt
ly

 w
ith

 a
 s

ys
te

m

Th
e 

ef
fic

ie
nc

y 
of

 th
e 

sy
st

em
 is

 c
he

ck
ed

 d
ur

in
g 

th
e 

de
ve

lo
pm

en
t o

f t
he

 s
ys

te
m

 

an
d 

du
rin

g 
op

er
at

io
n.

D
ev

el
op

er
, U

se
r

A
I D

ev
el

op
er

, B
us

in
es

s 
U

se
r,

 D
em

an
d 

P
la

nn
er

, 

S
up

pl
y 

P
la

nn
er

 e
tc

.
D

es
ig

n 
an

d 
de

ve
lo

pm
en

t g
ui

de
lin

es
, a

rc
hi

te
ct

ur
al

 p
rin

ci
pl

es
, s

ys
te

m
s 

te
st

s
D

es
ig

n 
an

d 
de

ve
lo

pm
en

t g
ui

de
lin

es
, a

rc
hi

te
ct

ur
al

 p
rin

ci
pl

es
, s

ys
te

m
s 

te
st

s

R
C

15
R

ob
us

tn
es

s 
A

ss
es

s 
an

d 
in

cr
ea

se
 a

 s
ys

te
m

’s
 r

ob
us

tn
es

s 

(e
.g

., 
ag

ai
ns

t a
dv

er
sa

ria
l m

an
ip

ul
at

io
n)

 

Th
e 

ro
bu

st
ne

ss
 o

f t
he

 s
ys

te
m

 is
 c

he
ck

ed
 d

ur
in

g 
th

e 
de

ve
lo

pm
en

t o
f t

he
 s

ys
te

m
 

an
d 

du
rin

g 
op

er
at

io
n.

D
ev

el
op

er
A

I D
ev

el
op

er
D

es
ig

n 
an

d 
de

ve
lo

pm
en

t g
ui

de
lin

es
, a

rc
hi

te
ct

ur
al

 p
rin

ci
pl

es
, s

ys
te

m
s 

te
st

s
D

es
ig

n 
an

d 
de

ve
lo

pm
en

t g
ui

de
lin

es
, a

rc
hi

te
ct

ur
al

 p
rin

ci
pl

es
, s

ys
te

m
s 

te
st

s

R
C

16
P

er
fo

rm
an

ce
  

A
ss

es
s 

an
d 

in
cr

ea
se

 th
e 

pe
rf

or
m

an
ce

 o
f a

 

sy
st

em

Th
e 

pe
rf

or
m

an
ce

 o
f t

he
 s

ys
te

m
 is

 c
he

ck
ed

 d
ur

in
g 

th
e 

de
ve

lo
pm

en
t o

f t
he

 s
ys

te
m

 

an
d 

du
rin

g 
op

er
at

io
n.

D
ev

el
op

er
A

I D
ev

el
op

er
D

es
ig

n 
an

d 
de

ve
lo

pm
en

t g
ui

de
lin

es
, a

rc
hi

te
ct

ur
al

 p
rin

ci
pl

es
, s

ys
te

m
s 

te
st

s
D

es
ig

n 
an

d 
de

ve
lo

pm
en

t g
ui

de
lin

es
, a

rc
hi

te
ct

ur
al

 p
rin

ci
pl

es
, s

ys
te

m
s 

te
st

s

R
C

17
V

er
ifi

ca
tio

n
B

e 
ab

le
 to

 e
va

lu
at

e 
w

he
th

er
 th

e 
sy

st
em

 d
oe

s 

w
ha

t i
t i

s 
su

pp
os

ed
 to

 d
o

Th
e 

ve
rf

ifc
at

io
n 

of
 th

e 
sy

st
em

 is
 c

he
ck

ed
 d

ur
in

g 
th

e 
de

ve
lo

pm
en

t o
f t

he
 s

ys
te

m
 

an
d 

du
rin

g 
op

er
at

io
n.

D
ev

el
op

er
A

I D
ev

el
op

er
D

es
ig

n 
an

d 
de

ve
lo

pm
en

t g
ui

de
lin

es
, a

rc
hi

te
ct

ur
al

 p
rin

ci
pl

es
, s

ys
te

m
s 

te
st

s
D

es
ig

n 
an

d 
de

ve
lo

pm
en

t g
ui

de
lin

es
, a

rc
hi

te
ct

ur
al

 p
rin

ci
pl

es
, s

ys
te

m
s 

te
st

s

R
C

18
Tr

an
sf

er
ab

ilit
y 

 
M

ak
e 

a 
sy

st
em

’s
 le

ar
ne

d 
m

od
el

 tr
an

sf
er

ab
le

 to
 

ot
he

r 
co

nt
ex

ts

Th
e 

tr
an

sf
er

ab
ilit

y 
of

 th
e 

sy
st

em
 is

 c
he

ck
ed

 d
ur

in
g 

th
e 

de
ve

lo
pm

en
t o

f t
he

 

sy
st

em
 a

nd
 d

ur
in

g 
op

er
at

io
n.

D
ev

el
op

er
A

I D
ev

el
op

er
D

es
ig

n 
an

d 
de

ve
lo

pm
en

t g
ui

de
lin

es
, a

rc
hi

te
ct

ur
al

 p
rin

ci
pl

es
, s

ys
te

m
s 

te
st

s
D

es
ig

n 
an

d 
de

ve
lo

pm
en

t g
ui

de
lin

es
, a

rc
hi

te
ct

ur
al

 p
rin

ci
pl

es
, s

ys
te

m
s 

te
st

s

R
C

19
D

eb
ug

ab
ilit

y 
 

Id
en

tif
y 

an
d 

fix
 e

rr
or

s 
an

d 
bu

gs

Th
e 

de
ve

lo
pe

r 
is

 r
es

po
ns

ib
le

 fo
r 

de
ve

lo
pi

ng
 th

e 
sy

st
em

 in
 s

uc
h 

a 
w

ay
 th

at
 it

 is
 

m
ai

nt
ai

na
bl

e,
 a

nd
 th

er
ef

or
e 

th
e 

m
ai

nt
ai

na
bi

lit
y 

of
 th

e 
sy

st
em

 m
us

t b
e 

do
cu

m
en

te
d 

an
d 

m
ad

e 
tr

an
sp

ar
en

t.

D
ev

el
op

er
A

I D
ev

el
op

er
D

es
ig

n 
an

d 
de

ve
lo

pm
en

t g
ui

de
lin

es
, a

rc
hi

te
ct

ur
al

 p
rin

ci
pl

es
, s

ys
te

m
s 

te
st

s
D

es
ig

n 
an

d 
de

ve
lo

pm
en

t g
ui

de
lin

es
, a

rc
hi

te
ct

ur
al

 p
rin

ci
pl

es
, s

ys
te

m
s 

te
st

s

R
C

20
A

ut
on

om
y 

 
E

na
bl

e 
hu

m
an

s 
to

 r
et

ai
n 

th
ei

r 
au

to
no

m
y 

w
he

n 

in
te

ra
ct

in
g 

w
ith

 a
 s

ys
te

m

Th
e 

de
ve

lo
pe

r 
an

d 
th

e 
de

pl
oy

er
, a

s 
w

el
l a

s 
th

e 
us

er
 o

f t
he

 A
I s

ys
te

m
, a

re
 

re
sp

on
si

bl
e 

fo
r 

en
su

rin
g 

th
at

 th
e 

us
er

 r
et

ai
ns

 a
ut

on
om

y 
w

he
n 

us
in

g 
th

e 
sy

st
em

 in
 

its
 in

te
nd

ed
 a

pp
lic

at
io

n.

U
se

r,
 d

ev
el

op
er

, d
ep

lo
ye

r
A

I D
ev

el
op

er
, M

an
ag

em
en

t B
oa

rd
, B

us
in

es
s 

U
se

r,
 

D
em

an
d 

P
la

nn
er

, S
up

pl
y 

P
la

nn
er

, e
tc

.
D

es
ig

n 
an

d 
de

ve
lo

pm
en

t g
ui

de
lin

es
, a

rc
hi

te
ct

ur
al

 p
rin

ci
pl

es
, s

ys
te

m
s 

te
st

s
D

es
ig

n 
an

d 
de

ve
lo

pm
en

t g
ui

de
lin

es
, a

rc
hi

te
ct

ur
al

 p
rin

ci
pl

es
, s

ys
te

m
s 

te
st

s

R
C

21
C

on
fid

en
ce

  
M

ak
e 

hu
m

an
s 

co
nf

id
en

t w
he

n 
us

in
g 

a 
sy

st
em

Th
e 

de
ve

lo
pe

r 
an

d 
th

e 
de

pl
oy

er
, a

s 
w

el
l a

s 
th

e 
us

er
 o

f t
he

 A
I s

ys
te

m
, a

re
 

re
sp

on
si

bl
e 

fo
r 

en
su

rin
g 

th
at

 th
e 

us
er

 r
et

ai
ns

 a
ut

on
om

y 
w

he
n 

us
in

g 
th

e 
sy

st
em

 in
 

its
 in

te
nd

ed
 a

pp
lic

at
io

n.

U
se

r,
 d

ev
el

op
er

, d
ep

lo
ye

r
A

I D
ev

el
op

er
, M

an
ag

em
en

t B
oa

rd
, B

us
in

es
s 

U
se

r,
 

D
em

an
d 

P
la

nn
er

, S
up

pl
y 

P
la

nn
er

, C
us

to
m

er
, e

tc
.

D
es

ig
n 

an
d 

de
ve

lo
pm

en
t g

ui
de

lin
es

, a
rc

hi
te

ct
ur

al
 p

rin
ci

pl
es

, s
ys

te
m

s 
te

st
s

D
es

ig
n 

an
d 

de
ve

lo
pm

en
t g

ui
de

lin
es

, a
rc

hi
te

ct
ur

al
 p

rin
ci

pl
es

, s
ys

te
m

s 
te

st
s

R
C

22
C

on
tr

ol
la

bi
lit

y 
 

R
et

ai
n 

(c
om

pl
et

e)
 h

um
an

 c
on

tr
ol

 c
on

ce
rn

in
g 

a 

sy
st

em

Th
e 

de
ve

lo
pe

r 
an

d 
th

e 
de

pl
oy

er
, a

s 
w

el
l a

s 
th

e 
us

er
 o

f t
he

 A
I s

ys
te

m
, a

re
 

re
sp

on
si

bl
e 

fo
r 

en
su

rin
g 

th
at

 th
e 

us
er

 r
et

ai
ns

 c
on

tr
ol

 if
 n

ec
es

sa
ry

, w
he

n 
us

in
g 

th
e 

sy
st

em
 in

 it
s 

in
te

nd
ed

 a
pp

lic
at

io
n.

U
se

r,
 d

ev
el

op
er

, d
ep

lo
ye

r
A

I D
ev

el
op

er
, M

an
ag

em
en

t B
oa

rd
, B

us
in

es
s 

U
se

r,
 

D
em

an
d 

P
la

nn
er

, S
up

pl
y 

P
la

nn
er

, e
tc

.
D

es
ig

n 
an

d 
de

ve
lo

pm
en

t g
ui

de
lin

es
, a

rc
hi

te
ct

ur
al

 p
rin

ci
pl

es
, s

ys
te

m
s 

te
st

s
D

es
ig

n 
an

d 
de

ve
lo

pm
en

t g
ui

de
lin

es
, a

rc
hi

te
ct

ur
al

 p
rin

ci
pl

es
, s

ys
te

m
s 

te
st

s

R
C

23
E

du
ca

tio
n 

Le
ar

n 
ho

w
 to

 u
se

 a
 s

ys
te

m
 a

nd
 s

ys
te

m
’s

 p
ec

ul
ia

rit
ie

s 
Le

ar
n 

ho
w

 to
 u

se
 a

 s
ys

te
m

 a
nd

 s
ys

te
m

’s
 

pe
cu

lia
rit

ie
s

Th
e 

de
ve

lo
pe

r 
an

d 
th

e 
de

pl
oy

er
, a

s 
w

el
l a

s 
th

e 
us

er
 o

f t
he

 A
I s

ys
te

m
, a

re
 

re
sp

on
si

bl
e 

fo
r 

en
su

rin
g 

th
at

 s
ys

te
m

 is
 s

ho
w

in
g 

it'
s 

pe
cu

lia
rit

ie
s

U
se

r,
 d

ev
el

op
er

, d
ep

lo
ye

r
A

I D
ev

el
op

er
, M

an
ag

em
en

t B
oa

rd
, B

us
in

es
s 

U
se

r,
 

D
em

an
d 

P
la

nn
er

, S
up

pl
y 

P
la

nn
er

, e
tc

.
D

es
ig

n 
an

d 
de

ve
lo

pm
en

t g
ui

de
lin

es
, a

rc
hi

te
ct

ur
al

 p
rin

ci
pl

es
, s

ys
te

m
s 

te
st

s
D

es
ig

n 
an

d 
de

ve
lo

pm
en

t g
ui

de
lin

es
, a

rc
hi

te
ct

ur
al

 p
rin

ci
pl

es
, s

ys
te

m
s 

te
st

s

R
C

24
P

riv
ac

y 
A

ss
es

s 
an

d 
in

cr
ea

se
 a

 s
ys

te
m

’s
 p

riv
ac

y 

pr
ac

tic
es

Th
e 

de
ve

lo
pe

r 
an

d 
th

e 
de

pl
oy

er
 a

s 
w

el
l a

s 
th

e 
us

er
 o

f t
he

 A
I s

ys
te

m
 a

re
 

re
sp

on
si

bl
e 

fo
r 

en
su

rin
g 

th
at

 th
e 

sy
st

em
 c

om
pl

ie
s 

w
ith

 th
e 

sy
st

em
 p

riv
ac

y 
an

d 

co
nt

in
uo

us
ly

 im
pr

ov
es

 it
.

U
se

r,
 d

ev
el

op
er

, d
ep

lo
ye

r
A

I D
ev

el
op

er
, M

an
ag

em
en

t B
oa

rd
, B

us
in

es
s 

U
se

r,
 

D
em

an
d 

P
la

nn
er

, S
up

pl
y 

P
la

nn
er

, e
tc

.
D

es
ig

n 
an

d 
de

ve
lo

pm
en

t g
ui

de
lin

es
, a

rc
hi

te
ct

ur
al

 p
rin

ci
pl

es
, s

ys
te

m
s 

te
st

s
D

es
ig

n 
an

d 
de

ve
lo

pm
en

t g
ui

de
lin

es
, a

rc
hi

te
ct

ur
al

 p
rin

ci
pl

es
, s

ys
te

m
s 

te
st

s

R
C

25
S

at
is

fa
ct

io
n 

 
H

av
e 

sa
tis

fy
in

g 
sy

st
em

s
Th

e 
de

ve
lo

pe
r 

an
d 

th
e 

pr
ov

id
er

 a
s 

w
el

l a
s 

th
e 

us
er

 o
f t

he
 A

I s
ys

te
m

 a
re

 

re
sp

on
si

bl
e 

fo
r 

en
su

rin
g 

th
at

 th
e 

us
e 

of
 th

e 
sy

st
em

 m
ee

ts
 th

e 
re

qu
ire

m
en

ts
.

U
se

r,
 d

ev
el

op
er

, d
ep

lo
ye

r
A

I D
ev

el
op

er
, M

an
ag

em
en

t B
oa

rd
, B

us
in

es
s 

U
se

r,
 

D
em

an
d 

P
la

nn
er

, S
up

pl
y 

P
la

nn
er

, e
tc

.
D

es
ig

n 
an

d 
de

ve
lo

pm
en

t g
ui

de
lin

es
, a

rc
hi

te
ct

ur
al

 p
rin

ci
pl

es
, s

ys
te

m
s 

te
st

s
D

es
ig

n 
an

d 
de

ve
lo

pm
en

t g
ui

de
lin

es
, a

rc
hi

te
ct

ur
al

 p
rin

ci
pl

es
, s

ys
te

m
s 

te
st

s

R
C

26
S

ci
en

ce
 G

ai
n 

S
ci

en
tif

ic
 in

si
gh

ts
 fr

om
 th

e 
sy

st
em

 
Th

e 
de

ve
lo

pe
r 

an
d 

th
e 

pr
ov

id
er

 a
s 

w
el

l a
s 

th
e 

us
er

 o
f t

he
 A

I s
ys

te
m

 a
re

 

re
sp

on
si

bl
e 

fo
r 

en
su

rin
g 

th
at

 th
e 

us
e 

of
 th

e 
sy

st
em

 is
 s

at
is

fy
in

g 
th

e 
re

qu
ire

m
en

ts
.

U
se

r,
 d

ev
el

op
er

, d
ep

lo
ye

r
A

I D
ev

el
op

er
, M

an
ag

em
en

t B
oa

rd
, B

us
in

es
s 

U
se

r,
 

D
em

an
d 

P
la

nn
er

, S
up

pl
y 

P
la

nn
er

, e
tc

.
D

es
ig

n 
an

d 
de

ve
lo

pm
en

t g
ui

de
lin

es
, a

rc
hi

te
ct

ur
al

 p
rin

ci
pl

es
, s

ys
te

m
s 

te
st

s
D

es
ig

n 
an

d 
de

ve
lo

pm
en

t g
ui

de
lin

es
, a

rc
hi

te
ct

ur
al

 p
rin

ci
pl

es
, s

ys
te

m
s 

te
st

s

R
C

27
U

sa
bi

lit
y

H
av

e 
us

ab
le

 s
ys

te
m

s 
B

ot
h 

th
e 

de
ve

lo
pe

r 
an

d 
th

e 
pr

ov
id

er
 o

f t
he

 A
I s

ys
te

m
 a

re
 r

es
po

ns
ib

le
 fo

r 
en

su
rin

g 

th
e 

us
e 

of
 th

e 
sy

st
em

 b
y 

th
e 

us
er

.
U

se
r,

 d
ev

el
op

er
, d

ep
lo

ye
r

A
I D

ev
el

op
er

, M
an

ag
em

en
t B

oa
rd

, B
us

in
es

s 
U

se
r,

 

D
em

an
d 

P
la

nn
er

, S
up

pl
y 

P
la

nn
er

, e
tc

.
D

es
ig

n 
an

d 
de

ve
lo

pm
en

t g
ui

de
lin

es
, a

rc
hi

te
ct

ur
al

 p
rin

ci
pl

es
, s

ys
te

m
s 

te
st

s
D

es
ig

n 
an

d 
de

ve
lo

pm
en

t g
ui

de
lin

es
, a

rc
hi

te
ct

ur
al

 p
rin

ci
pl

es
, s

ys
te

m
s 

te
st

s

R
C

28
U

se
fu

ln
es

s 
H

av
e 

us
ef

ul
 s

ys
te

m
s

B
ot

h 
th

e 
de

ve
lo

pe
r 

an
d 

th
e 

pr
ov

id
er

 o
f t

he
 A

I s
ys

te
m

 a
re

 r
es

po
ns

ib
le

 fo
r 

en
su

rin
g 

th
e 

us
ef

ul
ne

ss
 o

f t
he

 s
ys

te
m

 w
he

n 
us

ed
 b

y 
th

e 
us

er
 in

 th
e 

in
te

nd
ed

 a
re

a.
U

se
r,

 d
ev

el
op

er
, d

ep
lo

ye
r

A
I D

ev
el

op
er

, M
an

ag
em

en
t B

oa
rd

, B
us

in
es

s 
U

se
r,

 

D
em

an
d 

P
la

nn
er

, S
up

pl
y 

P
la

nn
er

, e
tc

.
D

es
ig

n 
an

d 
de

ve
lo

pm
en

t g
ui

de
lin

es
, a

rc
hi

te
ct

ur
al

 p
rin

ci
pl

es
, s

ys
te

m
s 

te
st

s
D

es
ig

n 
an

d 
de

ve
lo

pm
en

t g
ui

de
lin

es
, a

rc
hi

te
ct

ur
al

 p
rin

ci
pl

es
, s

ys
te

m
s 

te
st

s

R
C

29
S

ec
ur

ity
  

A
ss

es
s 

an
d 

in
cr

ea
se

 a
 s

ys
te

m
’s

 s
ec

ur
ity

Th
e 

de
ve

lo
pe

r 
an

d 
th

e 
pr

ov
id

er
 a

s 
w

el
l a

s 
th

e 
us

er
 o

f t
he

 A
I s

ys
te

m
 a

re
 

re
sp

on
si

bl
e 

fo
r 

en
su

rin
g 

th
at

 th
e 

us
e 

of
 th

e 
sy

st
em

 m
ee

ts
 th

e 
sy

st
em

 s
af

et
y 

re
qu

ire
m

en
ts

.

D
ev

el
op

er
, D

ep
lo

ye
r

A
I D

ev
el

op
er

, M
an

ag
em

en
t B

oa
rd

R
eg

ul
at

io
ns

, d
es

ig
n 

an
d 

de
ve

lo
pm

en
t g

ui
de

lin
es

, a
rc

hi
te

ct
ur

al
 p

rin
ci

pl
es

, s
ys

te
m

s 
te

st
s

D
es

ig
n 

an
d 

de
ve

lo
pm

en
t g

ui
de

lin
es

, a
rc

hi
te

ct
ur

al
 p

rin
ci

pl
es

, s
ys

te
m

s 
te

st
s



 

229 

 

In Table 16, stakeholder map B – constraints, the requirements (or constraints, s. ID, “RC” 

= requirement or constraint) for the respective stakeholders are shown, regarding Artificial 

Intelligence. The table is structured in such a way that the first column contains the re-

quirements/constraints found by Langer et al. (2021). The second column contains the de-

scription of these requirements, and the third column contains the derived architecture prin-

ciples or constraints. These are the framework conditions and the unconditional require-

ments for the creation of a trustworthy AI; some of the requirements/constraints lead to the 

same principles/constraints. The stakeholders are listed in the stakeholder column. The 

national and supranational regulators, e.g., the state governments or the EU, correspond to 

the regulator. The deployer of the model is usually equivalent to the owner of the company 

that uses the AI system, e.g., in the context of corporate planning, or offers/provides its 

service. In a solution, the proposal is listed as to how compliance with the requirements 

and constraints is to be ensured during development, testing, and application in operation. 

The references column contains references to regulations and specifications or parts of the 

system or development documentation. 

As already described in Chapter 3.5, the demands on AI have increased, especially from 

society and public institutions. In the recent past, this has been due not least to the so-called 

foundation models, such as ChatGPT and in particular the ChatGPT4 algorithm. These 

models are extremely powerful in that they learn a large amount of data and make it avail-

able in the context of chat queries, for example. As a result, the call for regulation and 

restriction of AI has grown strongly. Already on the 8th of April 2019, the High-Level 

Expert Group on AI of the European Union presented their so-called “Ethics Guidelines 

for Trustworthy Artificial Intelligence”. These guidelines were a follow-up of the publica-

tion of the first draft guidelines of December 2018. The Group received more than 500 

comments through open consultation and considered them for the 2019 guidelines. (High-

Level Expert Group on Artificial Intelligence, 2019) (s. Chapter 3.5)  

In order to meet the requirements of the European Union's Expert Group on AI, Bejger and 

Elster (Bejger & Elster, 2020)) see two essential conditions that can be seen as constraints 

on a reference architecture for explainable AI. These are, firstly, explainability by design, 

whose requirement is already listed in the abovementioned requirements and, secondly, 

the requirement for auditability. 
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Explainability should be ensured throughout the entire life cycle. To this end, Bejger and 

Elster (Bejger & Elster, 2020) call for existing life cycle models for AI and machine learn-

ing to be adapted so that no bias or the like can occur from the beginning to the end of the 

use of an AI model. Suresh and Guttag identify seven sources from which a bias can arise 

for a model, and which must be avoided accordingly. 

These sources and how to avoid them are described in Chapter 5.2.8.  

They are 

1. Historical bias 

2. Representation bias 

3. Measurement bias 

4. Learning bias 

5. Evaluation bias  

6. Aggregation bias 

7. Deployment bias 

Although qualitative requirements are important for both AI and the life cycle, functional 

requirements that stem from the system's usage requirements are equally crucial. In the 

following chapters, the requirements will be summarised. 

5.2.2 Architectures of Knowledge Enabled AI Systems 

In this chapter, common components for the Re_fish reference architecture are identified 

based on four selected system architectures (s. Chapter 5.2 figure 66 - the architectures 

designated as “RA”). The selection of these architectures was made in the context of a 

literature review and based on various articles dealing with research and the status of re-

search into hybrid AI systems and their explanatory components. 

In the research plan, one step to build the reference architecture Re_fish is to analyse ex-

isting systems of explainable AI. The systems to be investigated are listed in table 11. 

The selection of these four systems was done on basis of the literature review done in 

Chapter 2 and 3. 
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Table 17: Investigated (X)AI systems and frameworks and their architectures  

The methodology to investigate and categorise the systems was laid out in Chapter 3. 

Chari, S, et al. (2020), defined in their research the following categories to describe the 

systems investigated: 

 Modularity 

 Interpretability 

 Support of Provenance 

 Adapt to User’s need 

 Include Explanation Facilities 

 Include/Access a knowledge store 

 Support compliance and obligation checks 

 Domain usage 

The criteria mentioned above and in Chapter 3 will be used to categorise the system and 

for the step of generalising architectures into a reference architecture. Thus, the specific 

architectures investigated will become one specific instance of the reference architecture. 

AISOP 

The AISOP (AI-based scenario planning to predict crisis situations) model by Janzen et al. 

(Janzen et al., 2022) is used for scenario planning predicting energy crisis situations. AI-

SOP uses well-defined scenario patterns, in order to capture entities in the crisis situations.  

As already shown in Chapter 2.2, the production process in the process industry is highly 

dependent on electricity. More so than in discrete production, fluctuations or complete 

failures in the power supply can severely disrupt the production process (here and in the 

following see Janzen et al. (2022). While in discrete manufacturing, for example, the entire 

System name Domain of application Domain of application

AISOP Utilities, scenario planning 2022

SPA Business 2018

CALO Business 2004

EES Program Advisor 1991
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production line has to be restarted and synchronised in the event of power failures, which 

also causes enormous costs, in process manufacturing power failures can cause serious 

damage - think, for example, of glass production and here in particular of melting tanks or 

the zinc baths in the galvanisation of parts - or also of the melting baths/ crucibles in casting 

production. If power failures occur here, the entire production can come to a standstill for 

several days or weeks, with a considerable loss of material and enormous costs for restart-

ing production. Janzen et al. (Janzen et al., 2022) developed AISOP to assess the risk of 

such scenarios occurring by looking at various events found in current data and comparing 

them to historical crisis scenarios to improve the resilience of a process industry company's 

supply chain. In this context, events such as the war in Ukraine, the Covid 19 pandemic, 

etc. in particular have shown how weak supply chains can be - entire supply chains have 

collapsed, leading to a halt in production in some companies in the process industry.  

There are several recommendations for improving supply chain resilience. One is planning 

(strategic planning and scenario planning) to monitor ecosystems and anticipate supply 

chain challenges before they occur. Most companies have supply chain management ex-

perts who monitor specific KPIs or assess political and social situations and their impact 

on the supply chain. However, power outages (as mentioned above) are of great concern 

in the process industry, especially due to governments controlled by environmental NGOs 

that are increasingly restructuring energy production towards sustainable energy genera-

tion, such as wind power, while at the same time increasing the use of coal-fired power 

plants (such as in Germany), making even locations such as Germany at risk. Larger com-

panies are therefore already using their own power supply to mitigate the risk of power 

outages or to stabilise a potentially unstable supply of alternative energy (solar and wind 

power). The challenge, however, is to anticipate possible events before they can interrupt 

or affect the power supply and thus negatively impact production. The goal of AISOP is to 

predict such crises using scenario planning. AISOP does this by mapping data streams to 

scenario patterns for determining historical crisis scenarios and predicting future crisis sce-

narios using inductive knowledge and machine learning. The scenario patterns are opera-

tionalised in JSON-LD, resulting in a knowledge graph database of crisis scenarios. A 

unique feature of the model is that it uses semantically enriched scenario patterns to explain 

predictive analytics to the decision maker. The model has been tested in the process indus-

try. Based on frameworks such as the Resilience Analysis Grid (RAG) or the Functional 

Resonance Accident Model (FRAM), AISOP works with semantically enriched scenario 

patterns used to describe the conceptual structure of a crisis by context, actors, resources, 
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impact, reason, source, action, and history. (Janzen et al. 2022) AISOP also uses data 

streams mapped to the scenario patterns to derive historical crisis scenarios, which then 

lead to an intra-organisational crisis scenario knowledge base over time. The model thus 

has a learning component so that crisis scenarios can be generated from the historical data. 

These historical crisis scenarios can then be used by an anticipatory component that uses 

predictive analytics to create a model to predict possible crisis situations. The monitoring 

component is used on current data to monitor the company's environment and detect a 

potential crisis. The missing values or slots in the model template are then "filled in" and 

an appropriate alert is triggered, allowing the user to make decisions to protect the organi-

sation from the threat of the crisis. The response component then provides this rapid and 

effective response by using the 'knowledge' of the specific scenario pattern and semantic 

extensions to explain the recommended preventive actions. The architecture of AISOP is 

shown in figure 69. 

 

 

Figure 69: Architecture of AISOP (Janzen et al., 2022) 
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Figure 70: AISOP KG entities (Janzen et al., 2022) 

 

Figure 71: AISOP Knowledge Graph (Janzen et al., 2022) 

In AISOP the scenario patterns are building the core of the model and consist of the iden-

tifier (see figure 70 and 71): Title, unique ID, "ID", and a "Timestamp". The context entity 

includes background information, such as “Scenario Description”, the "Data" the scenario 

is based upon, and "InfluentialFactors". The Source entity provides data "Organization" 

about the origin of the data. The ScenarioLocation and Location entity describe the location 

of the scenario using "City", "Address", "Region", "Country". Reason and Effect entities, 

with "Precondition", "Probability" and "Postcondition", "Complexity" (impact of the ef-

fect) provide information about the reason and the effect of the scenario. The Measure and 

Actor entities provide information about the actor in "ActorRole", the skill-set needed 
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("Skillset") and with "ActionStep" -- precautionary or sudden actions to mitigate or prevent 

the crisis. The entity "Resource" includes with "Equipment" the needed equipment for the 

action. As scenarios evolve over time the entity "History" provides information about his-

torical predecessors by referencing via their unique ID. The core concept of the model is 

the knowledge base in which the scenario patterns are stored, which can then be used as 

an explanation in the prediction of crises, in the sense of outages. In a first step, the empty 

scenario patterns are filled in by the learning component and additionally adjusted and 

supplemented with further information by experts. Some attributes, such as "Effect", "Rea-

son", and "Location" are filled in using NLP tools and do not need to be adjusted. The 

scenario patterns thus prepared are transferred to a corresponding instance in the KG 

(knowledge graph) using JSON-LD. This KG is then used by the anticipating component, 

which performs a forecast on the current data using ML methods. The monitoring compo-

nent monitors current data in the respective regions under consideration and these data are 

made available to the ML forecast, in order to recognise future outages at an early stage. 

In case of a potential outage, the prediction features are mapped with the context entity. 

All features, date entries, and outage data are mapped. Identifiers, probability attributes 

within "Reason", and the "ImpactLocation" are derived from the outage prediction. This 

inductive learning process (by learning the KG) is then used to explain the results of the 

forecast to the user. This bridges the gap between symbolic and non-symbolic AI. By com-

bining the results of the non-symbolic forecast model with the attributes of the scenario 

patterns, further inferences can be made, e.g., 

if Context.Influence = “Autumn Season”.  

THEN Reason.Precondition = “Wind Speed”. 

and the extension, e.g., by an expert/user, entering the activities Measure.action 

Steps = ["planned downtime", "planned maintenance"]; for a so-called crisis scenario, the 

above rule can be extended to: 

If Context.Influence = "Autumn Season"  

THEN Reason.Precondition = "Wind Speed". 

IF Reason.Precondition = "Wind Speed" THEN Measure.actionSteps 

THEN Measure.action Steps = ["planned downtime", "planned maintenance"] (Janzen et 

al. 2022) 
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AISOP (s. table 18) relies on a knowledge base, specifically a knowledge graph, to store 

information. This includes both historical and newly acquired knowledge. If current events 

are "rediscovered" as patterns in this knowledge, an alarm is issued. The causes of this 

alarm are communicated to the user. This way of using the knowledge base can, therefore 

also be used directly as an explanation. In this case, it is not necessary or intended to "ex-

plain" the machine learning component and make it transparent for the user. The system 

has an interface for experts to model new scenarios. It also has a proof of data provenance 

so that it can be traced where the current data comes from. 

 

Table 18: Result of the analysis of AISOP (Jenzen et al. 2022) 

Scenario Planning Adviser (SPA) 

SPA is a system that takes input from news and social media and then combines it with 

expertise to create scenarios and explain the key risk drivers for the different future sce-

narios (here and in the following Sohrabi et al. (2018)). SPA is a decision support system: 

it is designed to assist an organisation in creating future scenarios and identifying and man-

aging emerging risks, as well as classifying the key risk drivers. It combines changes in 

the economy on a global or local level. In doing so, knowledge engineering can ensure that 

conclusions with a potentially incomplete and biased input are mitigated. The architecture 

of the SPA is shown in figure 72. The architecture is modular and consists of three parts: 

the News Aggregator component, the Domain Knowledge component and the Scenario 

Generation & Presentation component. 

The News Aggregator is used to analyse raw data from news channels and social media 

feeds. Text analysis methods are used to filter, process, and provide the relevant infor-

mation for the respective area. The relevant information is provided based on a "topic 

model" and other information. The topic model is provided by the domain expert and con-

tains a list of persons, organisations and keywords that are important for the respective 

subdomain. The output of the message aggregator is a set of relevant key risk drivers from 

which the domain expert or the business user can select a subset and use it for scenario 

generation and presentation. 

System name

Domain of 

application Modularity

Machine 

Learning 

Explainability

Symbolic 

Explainability

Support 

provenance

Adapt to 

user's need

Support 

compliance 

and 

obligation 

checks

Learning 

Component

Knowledge 

Base

Inference 

Engine etc. Data Interface

Dialog 

Component

Explanation 

Component Web Interface

Interface for 

User

Interface for 

Auditors

Interface for 

Experts 

(Knowledge 

Engineers)

AISOP

Utilities, 

scenario 

planning yes no yes yes yes no yes

Knowledge 

Graph

Anticipating 

component

Monitoring 

Component

Responding 

component N/A yes yes no yes
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Figure 72: Architecture of SPA (Sohrabi et al. (2018)) 

The Domain Knowledge component captures the required domain knowledge based on 

two criteria: Forces Model and Forces Impact. The Forces Model is a description of the 

causes and consequences of a particular force, for example a social, technical, economic, 

environmental, and political trend, and is provided by a domain expert with little or no AI 

planning background. The representation of the force model is done with the help of mind 

maps. Figure 73 shows such a mind map, which illustrates the connection between the 

decline of currencies and falling commodity prices. 

 

Figure 73: SPA forces model – Sohrabi et al. (2018) 

The Forces Impact model is used to represent the probabilities and effects of a cause. The 

scenario generation component takes the domain knowledge and the main risk drivers and 
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automatically generates a planning problem from them, the solution of which produces a 

set of alternative scenarios in the post-processing step. The scenario planning problem (SP 

problem) is described as a set of tuples SP = {forces-model, forces-impacts, main risk 

drivers}. Here, the main risk drivers are a subset of the forces describing the current situa-

tion. These are proposed by component message aggregation. Each of the forces described 

in the force model can be used and defined as a main risk driver. The solution to the above 

SP problem thus consists of a set of alternative scenarios that consider the main risk drivers 

and describe a range of possible futures. The determination of probability, impact and im-

portance is thereby considered based on the Forces Model and the Forces Impacts. Accord-

ing to Sohrabi et al. (2018), the theoretical background of the Forces model is in AI plan-

ning and plan recognition. The theoretical background of the Forces Model is on AI plan-

ning and Plan Recognition. The main idea is the planning task,  

Π = {𝐹, 𝐴, 𝐼, 𝐺, 𝑐𝑜𝑠𝑡}   (f17) 

here being described in the STRIPS37 formalism. Extended with the operator costs Here F 

is a set of Boolean flow equations, A is a finite set of actions, "cost" is a non-negative cost 

function, I is the initial state and G is the goal. The main idea is to minimise the cost, which 

is cumulative for all actions in the sequence, and thus find an optimal plan s (where s is a 

subset of the flow form F) for I. The use of mind-maps allows for a finite set of actions, 

"cost" is a non-negative cost function, I is the initial state, and G is the goal.  The experts 

can process and model the knowledge using mind maps.   

SPA uses several components and a knowledge base - a knowledge graph for storing 

knowledge. In this case, the forces model KG stores the forces influencing a scenario and 

the forces impact KG stores the effects, etc. If current events are "rediscovered" as patterns 

in this knowledge, an alarm is issued. Current data are entered into the system via the data 

service component called News Aggregator. Statements on data provenance are not made 

in the presentation by Sohrabi et al. (2018). The system has an inference component called 

Scenario Generation & Presentation. It uses a user interface and one for the experts. No 

statements are made about compliance with governance rules. There is also no presentation 

of a machine learning component. The cause-effect relationships are represented graph-

ically using mind maps. The explanation is, thus, provided at the same time in the reporting 

                                                      
37 S. Fikes & Nilsson (1971)  
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and does not require any additional explanations, as the data or scenario information 

(forces model and forces impact) use human-understandable language (s. table 19). 

 

Table 19: Result summarisation of the analysis of SPA (Sohrabi et al. 2018) 

CALO 

The Cognitive Assistant that Learns and Organizes (CALO) system was developed within 

an ambitious and multi-university program, initiated by the Defense Advanced Research 

Projects Agency (DARPA) program, to build a Personal Assistant that Learns (PAL) (here 

and in the following, McGuiness et al. 2004 and Chari et al. 2020). The CALO is a cogni-

tive agent whose task is to assist with a variety of everyday office tasks. These tasks can 

be, for example, sending emails, creating memos, keeping a to-do list, etc. One of the best-

known follow-up projects in which CALO or the Calo "technology" was used is the per-

sonal assistant Siri from Apple (s. figure 74). 

 

Figure 74: CALO by McGuiness et al. (2004) 

CALO based on the Inference web as being one of the early modular explanation frame-

works, one of the earlier works of McGuiness et al. (2004) (s. figure 75).  

 

System name

Domain of 

application Modularity

Machine 

Learning 

Explainability

Symbolic 

Explainability

Support 

provenance

Adapt to 

user's need

Support 

compliance 

and 

obligation 

checks

Learning 

Component

Knowledge 

Base

Inference 

Engine etc. Data Interface

Dialog 

Component

Explanation 

Component Web Interface

Interface for 

User

Interface for 

Auditors

Interface for 

Experts 

(Knowledge 

Engineers)

SPA Business yes n/a

yes (mindmaps, 

language) no yes no

yes - domain 

experts

yes (forces 

model, forces 

impact)

Scenario 

Generation & 

Presentation

yes 

"newsaggregat

or" yes yes yes yes no yes
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Figure 75: Inference Web (IW) Framework by McGuiness et al. (2004) 

In doing so, this web-based system uses explanations created by the semantic web, descrip-

tion logic and expert systems communities. The origin of the information and evidence for 

inference traces were also provided for the user.  

To better support the user's understanding, the system could create summaries for expla-

nations avoiding lengthy proofs that might overwhelm the user. The explanations could be 

presented in a variety of formats and even had a built-in explanation dialogue that dis-

played questions and answers and allowed the user to ask follow-up questions.  

The framework was based on a modular architecture, used PML and consisted of an 

IWBase (a data store for the meta-information about the information used by the frame-

work), an IWAbstractor (an abstractor component that converts long Proof Markup Lan-

guage - PML - proofs into explanations), an IWExplainer (an explanation dialogue com-

ponent that generates explanations for users) and an IWBrowser (a browser to display the 

explanations). While the Inference Web Framework did not contain a context-specific 

component of its own, it did provide some options for context modelling and was thus 

quite capable of providing a wide range of customised explanation functions. 

 

In terms of task reasoning explanations, ICEE served as an explanatory component in the 

CALO system. Statistical and deductive methods worked alongside several reasoning tech-

niques, including task processing and numerous learning components. The reasoning tech-

niques used in CALO were able to use multiple sources of knowledge to draw conclusions 

(s. table 20). 
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Table 20: Result of the analysis of CALO (McGuiness et al. 2004) 

EES Framework 

In their research work on second-generation explainable expert systems, Swartout & 

Moore (1991) defined a list of “desiderata”, which explainable expert systems have to fol-

low- the interesting aspect of these “wishes” is that they not only concern the form and 

content of the explanation – it also concerns the impact of the explanation on the whole 

system, the design, how it is built, and at last, how it performs (Moore & Paris, 1991; 

Swartout & Moore, 1993). Here, the word “desideratum” is reformulated into “require-

ment” for an intelligent system module for the explanation of an XAI system (s. figure 76). 

 

Figure 76: Architecture of the EES Framework (Swartout & Moore, 1993) 

The main components of the EES framework consist of the EES knowledge base, which 

distinguishes between three different types: terminological knowledge, a domain model, 

and a library of plans for problem solving. Terminological knowledge expresses how terms 

are defined in the domain and gives these terms explicit semantics. In the original frame-

work, these terms were defined in the Loom programming language. The domain model 

System name

Domain of 

application Modularity

Machine 

Learning 

Explainability

Symbolic 

Explainability

Support 

provenance

Adapt to 

user's need

Support 

compliance 

and 

obligation 

checks

Learning 

Component

Knowledge 

Base

Inference 

Engine etc. Data Interface

Dialog 

Component

Explanation 

Component Web Interface

Interface for 

User

Interface for 

Auditors

Interface for 

Experts 

(Knowledge 

Engineers)

CALO Business yes no yes yes yes yes yes yes

Explanation 

Dispatcher, 

Constraint 

Explainer, 

Constraint 

Reasoner, 

Knowledge 

Manager , 

Knowledge 

Explainer, 

Task Manager 

Explainer, 

Task Manager 

Wrapper, 

Justification 

Generator; 

Task Manager yes

Collaboration 

Agent yes yes yes no yes
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contains the facts of the domain, and how the different terms in the domain relate to each 

other, for example, an electronic component and its circuits served.  The domain model 

describes the domain but not the solution for the problem. The problem knowledge is de-

scribed in the problem-solving knowledge of the knowledge base. For example, when 

searching for "diagnose a component":  

(define-plan diagnose-component 

 :capability (DIAGNOSE (obj (c is (inst-of COMPONENT)))) 

 :method 

  (let 

    ((actual-symptoms 

     (loop for each symptom in (POTENTIAL-SYMPTOM c) 

      when 

        (DETERMINE-WHETHER-DESCRIBED (obj c) (by symptom)) 

      collect symptom)) 

    (FIND-CAUSES (obj actual-symptoms) (of c)))) 

These lines of program code mean: 

To diagnose a component, the system finds the potential symptoms of the component. For 

each symptom, the system determines whether the component exhibits the symptom. These 

are called the actual symptoms. The system then finds the causes of the actual symptoms 

and returns them (Swartout & Moore, 1993). 

Another important component of the EES is the Automatic Programmer. This works in a 

kind of refinement driven way. It starts at a high level with a goal that represents what the 

expert system is meant to do. Then the program writer searches its library of problem-

solving knowledge for a plan whose capability matches the description. The goal and its 

capability description are translated into Loom (programming language => automatic pro-

grammer). For Swartout and Moore (1993), the EES framework served to implement the 

"desiderata" presented herein in Chapter 3. 
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The EES framework is a concept that relates to expert systems and, therefore, has nothing 

to say about machine learning. It has a knowledge base with various knowledge such as 

descriptive domain model, problem solving knowledge and terminology definitions. It has 

inference components with the program writer, interpreter and explanation generator (s. 

table 21). 

 

Table 21: Result of the analysis of the EES (Swartout and Moore, 1993) 

 

Table 22: Summary result overview of the analysis of all systems investigated (RA I – RA IV) 

Table 22 shows a summary of all the results. In the following chapter, we will continue to 

collect the various requirements and create the basis for the creation of the reference archi-

tecture. 

5.2.3 Gathering and synthesis of the Requirements 

The problem was described in Chapter 5.2.1 (see Chapter 5.2.1). Similarly, the corporate 

planning model was identified and described for the entire scope under consideration and 

the corresponding decision variables etc. were derived (see chapters 2, 3). Since AI models 

are currently used in connection with scenario planning and in relation to the support of 

integrated business planning (see Chapters 2.3, 3 and 5.2.2 AISOP, SPA), strategic and 

tactical planning with scenario planning and integrated corporate planning, in which fore-

cast models are used, for example, were used as the scope. The stakeholders relevant for 

the application were identified and placed in the context of the requirements for AI and the 

decision variables. These requirements essentially related to qualitative requirements and 

System name
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Machine 
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Explainability

Support 
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user's need
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Engineers)

EES

Program 

Advisor yes no yes no no no yes yes yes yes yes yes no yes no yes

Summary of RA I- RA IV

System name Domain of application Modularity

Machine 

Learning 

Explainability

Symbolic 

Explainability

Support 

provenance

Adapt to 

user's need

Support 

compliance 

and 

obligation 
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Learning 

Component

Knowledge 

Base

Inference 

Engine etc. Data Interface

Dialog 

Component
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Component Web Interface

Interface for 

User

Interface for 

Auditors

Interface for 

Experts 

(Knowledge 

Engineers)

AISOP Utilities, scenario planning yes no yes yes yes no yes

Knowledge 

Graph

Anticipating 

component

Monitoring 

Component

Responding 

component N/A yes yes no yes

SPA Business yes n/a

yes (mindmaps, 

language) no yes no

yes - domain 

experts

yes (forces 

model, forces 

impact)

Scenario 

Generation & 

Presentation

yes 

"newsaggregat

or" yes yes yes yes no yes

CALO Business yes no yes yes yes yes yes yes

Explanation 

Dispatcher, 

Constraint 

Explainer, 

Constraint 

Reasoner, 

Knowledge 

Manager , 

Knowledge 

Explainer, 

Task Manager 

Explainer, 

Task Manager 

Wrapper, 

Justification 

Generator; 

Task Manager yes

Collaboration 

Agent yes yes yes no yes

EES Program Advisor yes no yes no no no yes yes yes yes yes yes no yes no yes
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to constraints. In the following, therefore, further functional requirements will be briefly 

included based on two use cases. For a summary of the other requirements, please refer to 

the relevant chapters (s table 23, 24 and 26).  

Use Case 1: Strategic Planner - Explain Strategic Scenario Analysis and Planning 

Actor(s): Strategic Planner, Management Board 

Summary Description: (Re_fish) Gives an explanation and reason to a strategic planner and analyst why a specific 

(set) of scenario(s) was selected by the AI Scenario Planning Application 

Priority: Must Have 

Status: Medium Level of details 

Pre-Condition:  The Strategic Analyst logs in to the explainer component (or the component will 

be embedded in the strategic planning application) and wants to get an explana-

tion of the selected scenarios.  

 The “Re_fish” is online properly- status is “green”. 

Post-Condition(s):   The strategic analyst got the sufficient explanation of the selected scenarios. 

 The selected scenarios are approved by the strategic analyst and by the manage-

ment board and handed over to the next process step. 

 The (set of) strategic scenarios was rejected by the strategic analyst 

 Basic Path:  1. The strategic analyst enters the log in data. 

2. The Re_fish verifies the login.  

3. The Re_fish provides the Strategic Analysis Explanation frontend. 

4. The strategic analyst selects by menu the scenario planning he/she wants to ana-

lyse. 

5. The requested scenario opens with explanations. 

6. The strategic analyst can change the views of the presented scenarios. 

7. The strategic analyst can open the dialogue component. 

8. The dialogue component opens and greets the strategic analyst. 

9. The strategic analyst can start to ask questions in natural language. 

10. The dialogue component answers- explains the questions and explains the deci-

sions made by the strategic analysis AI application in natural language. 

11. The analyst gets presented with a visualisation of the explanation. 

12. The analyst can change the graphical presentation as well as entering questions in 

natural language. 

13. The analyst can request the data provenance of the model and the data the deci-

sion was made. 

14. Alternative paths 
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Alternative Path:  14a. The analyst can document the whole analysis and all explanations and “hand over” to 

the management board to further approve. 

14b. The analyst can document the whole analysis and all explanations and reject the (set of) 

scenarios selected by the AI application with remarks. 

15a. The management board can start the analysis by reviewing the analysis made by the 

strategic analyst. 

15b. The strategic analyst can start over to build a new strategic planning- scenario applica-

tion round. 

Functional Requirements: 

 

F1: Web Frontend 

F2: User/ role-based security. 

F3: Frontend (role/ user dependent)- interactive with graphical presentation 

F4: (Embedded) frontend for natural language dialog 

F5: Accept/ reject function 

Business Rules: B1: Authentication 

B2: Authorisation 

B3: User role 

B4: Selected (set of) scenarios. 

B5: Reject 

B6: Accept 

B7: Handed over for further approval. 

B8: Reject (set of) scenario(s) 

Non-Functional Requirements: NF1: Logging of all tasks 

NF2: Security password entry 

NF3: Explanations regarding stakeholder map fulfilled. 

NF4: Language support 

NF5: Compliance regarding requirements – s. stakeholder map fulfilled 

Table 23: Use Case sample – use case 1 strategic planner 

Use Case 2: Tactical Planner – Demand Planner 

Actor(s): Tactical Planner- Demand Planner 

Summary Description: (Re_fish) Gives an explanation and reason to a tactical planner and analyst why a specific forecast 

was selected by the AI forecast application 

Priority: Must Have 

Status: Medium Level of details 
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Pre-Condition:  The tactical planner logs in to the explainer component (or the component will be em-

bedded in the tactical planning application) and wants to get an explanation of the 

selected forecast.  

 The “Re_fish” is online properly- status is “green”. 

Post-Condition(s):   The tactical planner got the sufficient explanation of the selected forecast. 

 The selected forecast(s) are approved by the tactical planner and analyst and by the 

management board and handed over to the next process step (consensus meeting/ 

plan). 

 The forecast was rejected by the tactical planner. 

 Basic Path:  1. The tactical planner enters the log in data. 

2. The Re_fish verifies the login.  

3. The Re_fish provides the tactical planner the explanation frontend. 

4. The tactical planner selects by menu the scenario planning he/she wants to analyse. 

5. The requested forecast opens with explanations. 

6. The tactical planner can change the views of the presented scenarios. 

7. The tactical planner can open the dialogue component. 

8. The dialogue component opens and greets the tactical planner. 

9. The tactical planner can start to ask questions in natural language. 

10. The dialogue component answers, explains the questions, and explains the decisions 

made by the forecast AI application in natural language. 

11. The tactical planner gets presented a visualization of the explanation. 

12. The tactical planner can change the graphical presentation as well as entering ques-

tions in natural language. 

13. The tactical planner can request the data provenance of the model and the data the 

decision was made. 

14. Alternative paths 

Alternative Path:  14a. The tactical planner can document the whole analysis and all explanations and “hand over” 

to the management board to further approve. 

14b. The tactical planner can document the whole analysis and all explanations and reject the 

forecast selected by the AI application with remarks. 

15a. The management board can start the analysis by reviewing the analysis made by the tactical 

planner. 

15b. The tactical planner can start over to build a new forecast- application round. 

Functional Requirements: F1: Web Frontend 

F2: User/ role-based security. 

F3: Frontend (role/ user dependent)- interactive with graphical presentation 

F4: (Embedded) frontend for natural language dialog 

F5: Accept/ reject function 

Business Rules: B1: Authentication 

B2: Authorisation 

B3: User role 

B4: Selected forecast. 

B5: Reject 
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B6: Accept 

B7: Handed over for further approval. 

B8: Reject forecast 

Non-Functional Require-

ments: 

NF1: Logging of all tasks 

NF2: Security password entry 

NF3: Explanations regarding stakeholder map fulfilled. 

NF4: Language support 

NF5: Compliance regarding requirements – s. stakeholder map fulfilled 

Table 24: Use case sample – use case 1 tactical planner (demand) 

 

Table 25: Sample of functional requirements for use case 1 and use case 2 

In a further iteration to Re_fish and/or in an instantiation, the use case descriptions are to 

be carried out again in the specific case in order to record the requirements and provide 

them with solutions. 

5.2.4 Re_fish Business Architecture 

The individual viewpoints of the Re_fish reference architecture are shown below. These 

are to be further decomposed in a further iteration or else to be developed in the context of 

an instantiation. Figure 77 shows the Re_fish business architecture and where the Re_fish 

architecture fits into the scenario under consideration - corporate planning and scenario 

planning and integrated business planning, with strategic planning shown on the left.38 The 

planning process starts with the definition of strategic corporate goals by the management 

                                                      
38 The description language used here is Archimate Modeling Language (https://www.opengroup.org/archi-

mate-forum/archimate-overview). 

Functional Requirement Solution (proposed)

F1: Web Frontend
Web frontend, configurable, with menu and role 

based configuration

F2: User/ role-based security.
Integration with a user authentication/ 

authorisation service (e.g. MSADS)

F3: Frontend (role/ user dependent)- interactive 

with graphical presentation

Interactive graphical component embedded in 

frontend

F4: (Embedded) frontend for natural language 

dialog

Interactive natural language processing ("chat 

bot") frontend

F5: Accept/ reject function Web frontend accept/ reject function
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board/board of directors. The strategic planning process is divided into the processes de-

velop strategy and strategic analysis. The AI application for scenario analysis and selection 

can also be found in strategic analysis. This is accompanied by the process explanation AI 

scenario planning and analysis. The process description for this part of the Re_fish refer-

ence architecture is the problem description earlier in this chapter. 

 

Figure 77: The Re_fish Business Architecture 

The right-hand area of the business architecture is tactical planning within the framework 

of the Re_fish scenario. The transfer from strategic planning to tactical planning takes 

place after the selection of a selected set of scenarios and corresponding targets, which are 

also reflected in the balanced scorecard (see Chapter 2.3). Tactical planning in this presen-

tation is integrated business planning and, excluding financial planning, S&OP planning. 

The actors of this planning are the group of tactical planners (demand, supply, etc.) The 

planning starts with the further processing of the results (strategic scenario, KPI's Balanced 

Scorecard, adjustments of the organisational structure, Capex planning, etc., see stake-

holder map) from the strategic planning. The processes of tactical planning correspond to 

the model presented in Chapter 2.3.2. The individual parameters, strategic input parame-

ters, external parameters and decision variables are also mapped. The process "Explain AI 

Tactical Planning and Analysis" is briefly described as a use case in Chapter 5.2.3. The 

requirements and constraints for the "Explain" processes, both at the tactical and strategic 

level, can be found in the stakeholder maps. 

5.2.5 Re_fish Application Architecture 

The most important architectural representation in the development of the reference archi-

tecture for trustworthy AI is certainly the representation of the application architecture (s. 

Sufi, 2022; Takeuchi et al. 2021). During the development, planning was identified as the 
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most important component in the management process of companies in the process indus-

try, based on the preliminary analyses. The focus is on scenario planning and, not least 

because of the high degree of integration of companies in the process industry in highly 

complex global supply chain networks, on integrated corporate planning (sales and opera-

tions planning, S&OP). The Re_fish application architecture is shown in figure 78 as a 

"Re_fish Explainer" application. - The application is composed of six modules. These 

modules are Re_fish Data Service, Re_fish Subsymbolic Module, Re_fish Symbolic Mod-

ule, Re_fish Audit Module, Re_fish Explanation Module and the Re_fish User Dialog 

Module. The Re_fish Data Services Module is used to transfer data from the AI applica-

tions for scenario planning and forecasting (strategic, tactical). In addition to data relating 

to scenario planning (mapping of scenarios in the KG database), all status parameters of 

the symbolic and non-symbolic AI models/applications used are also transferred. The Data 

Services component accesses the same data as the AI Data Services component, thus en-

suring that the same data is also used for the explanation.  The components in the Re_fish 

Data Services area have the task of identifying possible biases that are present in the data 

and are present at the beginning of the life cycle (data transfer) and to correct them if 

necessary, or at least to point them out. This Data Services component also serves the per-

manent monitoring of relevant data sources, for example for existing risks and their impact 

on the company supply chain, as they result from global or local changes in the situation 

(e.g., through blocking of the Suez Canal, etc.). The AI model or application data, together 

with the relevant situation data, are evaluated using the subsymbolic module, e.g., with 

selected XAI machine learning models (see Chapter 3.3.1). In addition, the entire status is 

available in the task tracker component, so that it can be determined at any time which 

decision a non-symbolic AI model has made and on the basis of which data. The respective 

ML XAI models are selected via a library and can be extended or updated. The Re_fish 

Symbolic Module is used to prepare the data so that they can be persisted in the knowledge 

base (KG database, e.g., Neo4j). In addition, this module serves to prepare the data within 

the framework of the Re_fish Explanations Module. This module contains the inference 

component of Re_fish, which can be implemented based on various existing concepts, for 

example, as proposed, by implementing a causal inference engine. All relevant metadata 

about events, status, etc. are collected in parallel in the component called Re_fish Audit 

Module. This component is separate and thus offers the possibility to ensure compliance, 

be it the avoidance or just the information about existing biases and the audit of the AI 
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systems connected to Re_fish. The Re_fish User Dialogue component is used by the vari-

ous user groups to conduct a graphically guided dialogue to explain the AI decisions, or a 

dialogue based on natural language to explain the Re_fish system. 

 

Figure 78: The Re_fish Application Architecture 

 

Figure 79: The Re_fish Reference Architecture 

Figure 79 shows the conceptual representation of the Re_fish reference architecture. This 

corresponds to the above-mentioned representation. Here, the different levels in a layered 

architecture are shown from the bottom, the area of the data sources and the connection of 
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the data sources. Here, too, a distinction is made between the three levels of Data Services, 

Data Ingest and Data Integration Module. the two components Subymbolic Services Mod-

ule and the Query and answering Module are also shown. The Audit module is also shown 

as a separate module. The dialogue with the user takes place via the User dialogue module. 

The explanations module is located between the subymbolic and symbolic modules. 

 

Figure 80: The Re_fish Reference Architecture Sample with ML model (Dev/Test/Prod) 

In the illustration s. figure 80, a logical representation of the Re_fish Explainer component 

in its context is shown. It can be seen that data from different sources, such as the web, are 

processed via a component and are processed in a knowledge database (a knowledge 

graph). When AI models use models in different contexts that need to be explained, the 

"Explainer" component explains the models and the results using the knowledge compo-

nent. The knowledge available in the knowledge base can be adapted via a frontend. 

The explanation of the individual components of the Re_fish conceptual architecture is as 

follows.  

Data Services 

The Data Services module gives the Explainer module the ability to provide and process a 

wide range of data. The idea is that it is possible to collect sentiment data on political trends 

in the countries where the company operates, or trends in external variables such as com-

modity prices, etc., that can be used for scenario planning, trends in demand, and so forth. 

What is important when transferring data is not only the time stamp, but also the data 
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origin. Up to the possibility of using blockchain technologies, the data can originate from 

streaming data, semantic databases, social media data, etc. The data service module must 

have the appropriate interfaces. It is important that the AI models used have the same da-

tabase as Re_fish. 

Data transfer module 

In this module, the data is transferred from the data service, and an initial evaluation of the 

data is carried out. The evaluation can only be done on the basis of rules, which must be 

carried out in a rule system by a developer, in cooperation with an expert. 

Data integration module 

The data integration module has the task of further filtering the data and performing data 

cleansing so that the data can be stored in the Knowledge Graph and also processed further 

in the Subymbolic Service module.  Therefore, data inconsistencies, schema matching, etc. 

must be performed here. 

The Data Integration module also needs an interface towards the AI module/agent to get 

metadata about the data being used by the AI model and the results. A tracking/login ser-

vice is logging all steps the AI model is doing and documents these steps. 

Subymbolic Services Module 

In the Subymbolic Services, the models are provided in a library to support the respective 

application area. If, for example, the AI model/agent uses a specific ML method, e.g., an 

ANN, LIME or SHAP can be used here as an interpretation option, the results are passed 

to the Explanation Module on the one hand, and to the Symbolic Services on the other. 

Symbolic Services Module 

In the Symbolic Services Module, the explanation of the subsymbolic Interpretation is 

taken and combined with symbolic knowledge. The rule-based system is able to combine 

data and low-level knowledge, update and replace high-level knowledge. Query answering 

is based on well-defined resonating mechanisms, like Judea Pearl's (2019) inference en-

gine. The explanation requests are handled by the query-answering module. This symbolic 

service module will provide, for example, the evaluation of possible scenarios within the 

scenario planning component of the AI module. It will also provide explanations for the 

prediction, by combining the appropriate non-symbolic method with the relevant data from 
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the ingested and integrated data. Domain knowledge is used in this module to limit incon-

sistency problems or biased data, or concept drift, by evaluating the results of the subym-

bolic service module. This service module can be considered as the superego in the AI 

model, similar to the superego in Sigmund Freud's personality model. There is also a cor-

recting functionality, which must work before answering the question, as a wrong or biased 

answer could have a severe negative impact. 

Explanation Services Module  

The Explanation Services Module is providing the overall Explanation, based on the find-

ings regarding the combination of both the symbolic and the non-symbolic services mod-

ules.  

Query & Answer Service 

The results will be provided to the dialogue component; the query and answer service mod-

ule is providing the HCI (the human-computer interface) to the user, and the Query and 

Answer Service is providing the Explanation (the Answer of the query in a human-under-

standable format) that can be in natural language or a graphic output, e.g., a causal graph 

based on the inference of the explanation.  

Admin and Development Service 

Component to Design is about developing and maintaining the components, e.g., the do-

main knowledge, or adding non-symbolic explanation models, and so forth. 

Audit Service Module 

The Audit Service Module provides a possibility to check the compliance of the AI model 

as well as the compliance of the explanation service. It is highly secured to prevent manip-

ulation.  

The Re_fish Reference Architecture. One of the most important design specifications for 

knowledge-based systems is the separation between the representation of knowledge and 

the processing of knowledge, as the way in which knowledge is stored essentially depends 

on how it is represented and processed. For example, rule-based systems whose knowledge 

can be represented by if-then rules require a rule-based interpreter. The knowledge base 

can be subdivided, e.g., as evidence-related or case-related knowledge about the problem 
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area under consideration. There is rule-based knowledge -- on the one hand, domain-spe-

cific knowledge, and on the other, general knowledge. The structure of such a knowledge-

based system was shown in chapter 3.3.2; the components are composed of the following:  

- The knowledge base, which consists of a temporary working memory and a permanent 

rule-based knowledge memory.  

- A knowledge processing component, which is separate from the knowledge base.  

- A knowledge acquisition component that supports the construction of the knowledge 

base. 

- An explanation component that can communicate understandable explanations to the user 

which can explain how the conclusions were reached.  

- The dialogue component, for communication with the expert system. The recommenda-

tion here is to distinguish between the component for the experts in charge of building and 

developing and a user interface for the users. 

In Chapter 3.3.2, it was pointed out that causality is one of the most important methods of 

explanation. Chari et al. believe that in addition to Causal Methods, Neural-Symbolic AI 

systems, representation techniques (such as Distributed General Ledger (DLG technolo-

gies) are also important, as they enable the origin and secure distribution of data.  

 

The following is a brief outline of how a causal inference explainer can be implemented 

(Explainer Module in Re_fish). To this end, the Causal Inference engine according to Judea 

Pearl is first introduced. 

 

Causal Inference Engine by Judea Pearl 

In the "Book of Why", Judea Pearl (2018) (s. also Pearl, 2019, 2009a, 2009b; Halpern, 

2015; Halpern & Pearl, 2005) presented a causal inference machine. Such an inference 

machine accepts three types of input: Assumptions, Queries and Data. As output, the in-

ference machine also produces three different types. The first output is the answer to the 

question as to whether the inference machine can answer, assuming both the given causal 

model and infinite, perfect data. The answer to this question is a yes/no. If the answer is 

yes, then the inference engine produces an estimate. This is a mathematical formula that 

can be seen as a recipe for determining an answer from hypothetical data. From the data 
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entered, the estimand, the recipe, generates an actual estimate with associated statistical 

estimates for the degree of estimate uncertainty. This uncertainty expresses the data situa-

tion and any possible measurement errors or missing data. 

 

Figure 81: Causal inference engine – based on Pearl (2019) 

Pearl describes the inference engine in terms of nine elements (see figure 81). 1. 

Knowledge: this represents the agent's past experiences and includes past observations, 

activities, education, and cultural mores, deemed to be interesting for the particular query. 

This knowledge remains implicit and is not made explicit. 2. Assumptions: only the 

knowledge that is made explicit by stating assumptions is used, while the other part of the 

knowledge remains implicit. 3. To show causality, Pearl suggests using a graphical method 

such as a diagram, in the simplest way, if Y "listens" to X, an arrow from X to Y shows 

causality. 4. The result of the causal or listening pattern from 3 can be used to test the 

model. The testable patterns are created by using the data, so another engine is needed that 

takes the data from the testable implications (4) and data (7), and tests the model for "ac-

curacy". 5. The queries to the inference engine are as follows: What is the probability that 

X does Y (or P(X| (do Y)))? 6. The Estimand, namely  the statistical value of 5., but when 

the model shows that X and Y depend on some other third variable Z that is not known, 

the query is unanswerable: P(X|Y,Z) x P(Z). 7. The data enter the estimation model, but 

the data are mute as to the causal relationship, and the estimator must use the data within 

the estimation model. 8. Approximation of the estimate. 9. The last step reflects the possi-

bility of the examples studied, so that a statement of the above causality can be made. The 
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new knowledge thus obtained is then incorporated into the knowledge base. If the models 

do not provide the anticipated result, then a start-over must take place on box 3. 

 

Figure 82: General cause and effect model according to Judea Pearl, Pearl (2019) 

The general cause-and-effect model according to Pearl looks as shown in figure 82. It is 

Q=P(Y|do(X)), where X has an effect on Y and both depend on Z. Pearl formulates the 

overall problem as a Bayesian equation in that ∃𝑧 = ∑ 𝑃(Y|X, Z)𝑧 P(Z) with gender (Z) is 

a confounder for the effect that an action (X) has on (Y). 

 

 

Figure 83: Three level causal hierarchy according to Judea Pearl (Pearl, 2019) 

The three-level causal hierarchy model is shown in figure 83. The gradation shown here is 

reflected in the description of the stakeholder map and the questions and explanations men-

tioned there s. Chou et al. (2021) for an analysis of usage of counterfactuals within XAI). 

The symbolic module together with the explainer can thus provide “Why” and “How” 

questions, using the semantic knowledge base: 

 



 

257 

 

Delivery delay of raw material A due to capacity bottlenecks at the port of Kaohsiung 

causative agent (production plan cannot be executed, switch to alternative supplier (ac-

cording to supplier list)).  

Based on the transitivity ∀𝑥, 𝑦, 𝑧(𝑅(𝑥, 𝑦)& 𝑅(𝑦, 𝑧) → 𝑅(𝑥, 𝑧))- the non-compliance with 

the production plan (or the risk) can be represented in this way. By further using the 

knowledge (domain knowledge) from the ontology (the knowledge base), sentences can 

be output by means of the explainer and the dialogue component that can be understood 

by a human: "Production plan cannot be adhered to due to capacity bottlenecks at the port 

of Kaohsiung for raw material A".  

One of the most important questions which has remained unanswered until now is, how 

can the symbolic and non-symbolic modules of Re_fish be linked? Figure 84 (based on 

Diwedi et al. 2022) shows how the symbolic module is linked to the non-symbolic module. 

 

 

Figure 84: Sample for a neural symbolic system – using Neural Networks and LIME  

The neural network is trained to predict disruptions in the supply chain. The symbolic 

module of Re_fish consists of a knowledge graph database (knowledge base) and contains 
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typical scenarios and corresponding indicators of disruptions in the company's supply 

chain. The neural model is now trained with data from all possible and meaningful data 

sources (see Data Service Module). The knowledge base is also trained with new 

knowledge about typical parameters and parameter patterns, and the decisions (predic-

tions) of the neural model. The predictions learned from the neural model, such as the 

analysis of LIME and the predictions learned from the Knowledge graph (as well as the 

already-existing knowledge), are now used together to output human-understandable state-

ments about the results (Explainer Module - Dialogue Module). The Query & Answer 

Module (or the dialogue components) can even be used to send queries to the system - 

What other faults are there? What other faults are there in Taiwan?  

Re_fish makes that possible by combining the two approaches, namely the strength and 

speed of neural approaches with symbolic, human-comprehensible explanations which are 

based on knowledge. 

5.2.6 Re_fish Technology Architecture 

The technical architecture of Re_fish is shown in figure 85. A distinction is made between 

an integration server component, which represents the entire data service component, in-

cluding the intermediate persistence through storage of the data in other databases and/or 

a data lake, and the database component with the knowledge database (knowledge graph).  

The application server component maps the entire level above (in terms of the layered 

architecture) the data services. This means that the Re_fish subsymbolic module, Re_fish 

symbolic module, Re_fish audit module, Re_fish explanations module and the Re_fish 

user dialogue module are technologically mapped here. 

 

Figure 85: The Re_fish technology architecture  
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5.2.7 Re_fish Overall Architecture 

The overall architecture summarises the individual viewpoints of the Re_fish reference 

architecture (s. figure 86). These are made up of the business architecture, the application 

architecture, and the technology architecture. The Re_fish reference architecture, if it is 

mapped with the components shown and is also instantiated, i.e., implemented, for a con-

crete use case, fulfils the requirements of the stakeholders - which were recorded in stake-

holder maps A and B - as well as the functional requirements in the explicability of AI in 

strategic scenario planning and in tactical operational planning. Specifically, the require-

ments - RC1 - RC29, requirements resulting from the decisions DE1 - DE28 and the func-

tional requirements resulting from the concrete application of the Re_fish reference archi-

tecture, here F1 - F5, avoidance of bias (see also Chapter 5.2.8) Bias 1- 7, etc. are the most 

important. 
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Figure 86: The Re_fish Overall Architecture 
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5.2.8 Re_fish Lifecycle Management 

In the context of lifecycle management for a trustworthy AI system, certain perspectives 

need to be considered in more detail. Suresh and Guttag (2019) from MIT have identified 

seven sources that can negatively influence e.g., non-symbolic ML (s. figure 87).  

 

Figure 87: Types of bias – based on Suresh and Guttag 

This is commonly referred to as bias. The first possible source of bias is a so-called (1) 

historical bias. This is characterised by data selection which is made such that a pre-exist-

ing (human) bias in the historical data used to learn the model is perpetuated in the model. 

Representation bias arises from a data constellation when certain groups are underrepre-

sented in the data used to learn the model. This can be achieved, for example, by limiting 

the trotting data to certain regions or ethnic groups, or more generally, by limiting the data 

to an unrepresentative target population. Measurement bias can arise from the use of a 

characteristic that is intended to be a proxy and may be too simple to measure the true 

target variable, but only part of it. Another possibility is that the measurement of the char-

acteristic is not uniform across all groups in the population. Ultimately, measurement ac-

curacy may be inconsistent across different population groups. Another source of bias can 
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be aggregation bias, where groups are assembled that do not actually belong with one an-

other. Learning bias occurs when one of the hyperparameters of the ML model is preferred 

over another parameter, thereby negatively affecting the former parameter. Suresh and 

Guttag (2019) propose a framework in which a test is carried out from data generation at 

each stage of the model, using an ideal result and the real result. In the case of deviations, 

a bias is present, which must then be eliminated from the previous stage. 

 

Figure 88: Architetcure of a typical ML system 

A typical machine learning system can be split into learning, testing, and deploying (s. 

figure 88). In the learning phase, historical data is divided into training and development 

or validation sets. The model is then trained using the training data and authenticated with 

the validation part of the training data set. The learned model is used on a test data set in 

the testing phase, and the user evaluates the results. Finally, in the deploying phase, the 

tested model is deployed, used on new data, and used for prediction. 
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Figure 89: Architecture of a reliable ML system 

Figure 89 is an example of how to build a reliable ML system by adding additional layers 

to the architecture. These layers are shown as understanding, explaining, and monitoring. 

In the understanding phase, the testers and developers want to recognise why the model 

chose a specific classification and made a specific prediction. In the explaining phase, the 

interpretation part is augmented using a human-readable explanation to expose the predic-

tion and explanation to non-expert stakeholders. The monitoring phase is used to perma-

nently monitor the accuracy and explainability of the model in production. The additional 

two layers are necessary, and not only because of the explanation of the model's prediction. 

Common challenges are occurring with the use of machine learning models.  

The “interpretable” and “explainable” components are processed in the Re_fish model, in 

the area of the non-symbolic module, by means of the library of XAI methods and corre-

sponding results from the symbolic module on the basis of the results of the model and the 

context data used, for example, to learn the AI model. 

5.2.9 Re_fish Opportunities and Solutions 

Since Re_fish is a reference architecture, phases E to H are not dealt with in detail in this 

paper. They become important in an instantiation of the reference architecture, for example 

in the development of a prototype. In phase E of ADM, "options and solutions", the options 
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for the (software) architecture are evaluated to see if they can fulfil the requirements. In 

phase F, "migration planning", the transition from actual data, if available, to the target 

architecture takes place. A prioritisation must be created, which also takes into account the 

current software project and thus any existing side effects. The creation of a roadmap for 

the implementation and migration of the software architecture concludes this phase. In 

phase G, "Governance Implementation", governance mechanisms are established to ensure 

compliance with the standards and guidelines for the software architecture. This also in-

volves the requirements that have already been raised, e.g., compliance with the GDPR, 

etc., and also the monitoring and control of the software development process, the verifi-

cation of compliance with the architecture and, if necessary, the iterative making and im-

plementation of necessary adjustments (e.g., the VDE standard can be used for this). Phase 

H "Establishment of architecture change management" concludes the ADM cycle. Essen-

tially, this phase is about implementing architecture monitoring, using processes to manage 

and control changes to the software architecture, as well as performing impact analyses for 

proposed changes and evaluating them in terms of their compliance with the software ar-

chitecture vision, i.e., ultimately evaluating the architecture. In addition, the integrity and 

consistency of the software architecture over time should be ensured. Parts of the imple-

mentation of these requirements have been presented in chapter 5.2.8 Lifecycle Manage-

ment. It must be ensured over the entire lifetime of the AI model that no biases arise and 

that the reliability and integrity and fulfilment of compliance requirements are ensured. 

5.3 Evaluation of the Re_fish Architecture- Design Science Evalu-

ation and Expert Survey 

The thesis is based on the design science paradigm, which as a problem-solving paradigm, 

consecutively, is based on engineering and the sciences of the artificial (Simon 1996). The 

aim of design science is to create such innovations, consisting of ideas, practices, technical 

skills and new or by combining existing products, analysis, design, implementation, man-

agement, and use of information systems can be carried out more effectively and efficiently 

(Denning, 1997; Tsichritzis, 1998). The design process is a sequence of activities by ex-

perts that produce an innovative product, e.g., in the form of an artefact. The evaluation 

process of the artifact provides feedback information and a better understanding of the 

problem, which in turn positively influences the design process in improving the artefact 

(Hevner et al., 2004). 
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The evaluation of the Re_fish reference architecture was divided into two parts. In the first 

one, the architecture was evaluated with regard to the criteria of the seven criteria of design 

science research presented in Chapter 1.5. In the second step, the architecture was evalu-

ated through a survey with experts.   

It is important to note that the evaluation was not about assessing the quality of the design 

of the reference architecture, but about creating a projection of the system quality in terms 

of the effects that could be achieved by the architecture, when it will be implemented. 

(Bass et al., 2021; Vasconcelos et al., 2005).  

It is therefore necessary to assess whether the qualitative requirements and the constraints 

identified in the previous chapters (Chapters 2, 3 and 4) have been implemented in the 

reference architecture (Bass et al., 2021, Vasconcelos, et al., 2005). As described in chapter 

4, the reference architecture represents a reference model for a set of (specific, instantiated) 

architectures. The evaluation can be used to ensure that an instantiated architecture meets 

the necessary criteria.  

The approach to evaluate the reference architecture were therefore as follows: 

1. Evaluated the seven guidelines of Hevner et al. 2004 

2. Conducted presentation, discussion and survey  

Step 1: Part one of the evaluation of the reference architecture Re_fish 

In this step, the reference architecture was validated against Hevner’s and Design Science 

research guidelines listed in 1.5 Research theory and design (see Chapter 1.5). 

Guideline 1: Design as an Artefact: The reference architecture as a purposeful IT artefact, 

addressing a fundamental organisational problem:  the design, construction, and running 

of a trustworthy AI system. 

The reference architecture Re_fish was designed and created in chapter 5 as an artefact (s. 

Re_fish business architecture, Re_fish information system architecture and Re_fish tech-

nology architecture). The architecture was built by following best practices for design us-

ing a combination of ADD and ADM. Therefore, guideline 1 is fulfilled. 

 

Guideline 2: Problem Relevance: The relevance of the business problem is derived from 

empirical analysis, e.g., that of existing literature and empirical studies. This can be seen 
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as an unsolved business problem. In this work, insufficient explainability of AI models (or 

the lack of explainability) in corporate planning comprises such a problem.  

The empirical necessity of creating a reference architecture for an XAI system has been 

sufficiently demonstrated in chapter 1 and chapter 2; it follows that guideline 2 is fulfilled. 

 

Guideline 3: Design Evaluation: The design artefact utility and its efficacy must be as-

sessed using rigorous evaluation (The evaluation can be done in terms of functionality, 

completeness, consistency, etc. s. (Hevner et al, 2004)). As presented in Chapter 1, the 

methods proposed by Hevner et al. (2004) are designed to evaluate scientific research rig-

orously. In this way, the evaluation process provides feedback on the overall design pro-

cess as well as on the resulting artefact. Because the de-design process is iterative, the 

quality of the process and the artefact itself is improved. By incorporating feedback into 

the design process, the next iteration of the artefact will benefit greatly in terms of quality. 

It is essential to consider all feedback to create the best possible outcome. For this reason, 

the gaps identified in the evaluation of Re_Fish have been documented and taken into ac-

count in the next iteration. The test topics proposed by Hevner et al (2004) are described 

in chapter 1. The evaluation by the experts can be seen as a so-called informed argument. 

This evaluation can certainly change in the next iteration and then be, for example, the 

field evaluation of a prototype. In further iteration steps, the reference architecture must 

now be further deepened and extended. The result of a further iteration step can be the 

creation of a prototype. Guideline 3 is thus also fulfilled. (s. below) 

 

Guideline 4: Research Contributions: The research used existing foundations and 

proven methodologies to provide a verifiable contribution to the design of artefacts, design 

foundation (e.g., reference architecture) and design methodologies (the evaluation), and 

the artefact itself. The artefact and its design methodology will be used as a starting point 

for further iterations. All findings have been documented for further analysis and future 

research (Hevner et al., 2004, s. Chapter 1.3). Guideline 4 is fulfilled. 

 

Guideline 5: Research Rigour: The work of the thesis was built upon applying rigorous 

methods in the construction, evaluation, and design of the artefact. In this work, the well-

researched area of reference modelling as a foundation for artefact construction has been 

implemented. The evaluation was done by testing the artefact – gaining expert opinions 
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and thoroughly gathering valid arguments concerning the utility of the reference architec-

ture. Guideline 5 is fulfilled. 

 

Guideline 6: Design as a Research Process: The artefact utilises available means to reach 

desired ends and satisfies laws in the problem space (environment). However, design sci-

ence is an inherently iterative process; therefore, this work can be seen as a starting point 

to search for the best and optimal solution for a reference architecture in order to build 

reliable, sustainable explainable AI systems. Therefore, it can be seen as a satisfactory 

solution – satisficing – without specifying all of the possible solutions (It can be seen as a 

“starting point” and can help to further investigate and contribute to further research – 

Simon, (1996)). Guideline 6 is fulfilled. 

 

Guideline 7: Communication of Research: The artefact with respect to the research out-

come of this dissertation was effectively presented to both audiences – those who were 

technology-oriented (with sufficient detail to enable construction and implementation of 

the artefact) and business-oriented (to enable them to use the artefact in a specific organi-

sational context) (Hevner et al., 2004). Guideline 7 is fulfilled 

 

Step 2: Part two of the evaluation of the reference architecture Re_fish 

The presentation was prepared based on the display that was later included in the survey. 

All selected experts were invited to the presentation meeting. All results and presentations 

were explained in depth and the questions were answered. It was requested that the discus-

sion points in the subsequent survey be entered in the comments field so that they could be 

evaluated afterwards and included as requirements in the reference architecture.  

The survey was conducted using the method described by Saunders et al. (2023) and 

Sekaran and Bougie (2019) of the selected experts, 11 participated in the survey. The ques-

tionnaire and the survey questions are presented in Appendix B. The survey was conducted 

online. The names of the participants are known to the author but are not disclosed in this 

paper for data protection reasons. For the questionnaire, the application Microsoft Forms 

was used. 

When conducting the survey and creating the questionnaire, many requirements were taken 

into account. First of all, it is important that the respondents have sufficient motivation to 
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answer the questionnaires. If the question is understood, the person retrieves information 

from his or her memory. In addition to answering the questions using a five-point Likert 

scale, the respondents could also justify their decision using a comment field. Basically, 

according to Hollenberg (2016), the following questions must be answered with "yes" for 

the aspect’s motivation formation, understanding, memory retrieval, judgement formation, 

consideration, decision, and communication: 

 Were the respondents able to assign value to the questionnaire based on the subject 

matter and its design? - Yes, this was ensured by also having a presentation before 

the interview and also explaining the questions. 

 Were the respondents able to assign a neutral or positive consequence to the answer 

to the questionnaire? - Yes, the respondents were able to assign neutral/positive 

consequences to the questionnaire and the information provided, also due to the 

presentation. 

 Was the effort for the respondents acceptable? - Yes, this was checked in the pre-

test. 

 Was the questionnaire structured in a comprehensible way? - Yes, the questionnaire 

was also discussed during the presentation, and help was offered while answering 

the questions. 

 Yes, since it was a questionnaire from experts, it was ensured that the participants 

were professionally in contact with these topics or were working on them. 

 Were the respondents able to answer the questions competently? - Yes, see previ-

ous question and results. 

 Was it easy for the respondents to select and develop clear answers? - Yes, the 

respondents were able to select the questions using a five-point Likert scale and 

also justify their results in a free comment field. 

 Was it possible to answer the questions freely and unbiased? - Yes, as in the previ-

ous question, both the Likert scale and a comment field were available as answer 

options. 

 Was it possible to indicate the decisions made when answering the questions in the 

questionnaire? - Yes, see above. 
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The questionnaire was prepared for the evaluation of the architecture by experts. Accord-

ing to Hollenberg (2016), a questionnaire must be able to answer the following questions 

with "yes" with regard to the quality criteria validity, reliability, objectivity, representa-

tiveness, utility, economy and reasonableness: 

 Is the questionnaire constructed in such a way that it really measures what it intends 

to measure? - Yes, the questionnaire was designed according to the evaluation cri-

teria for architecture (see below). 

 Did the respondents answer the questions largely independently of the person con-

ducting the survey? - Yes, after the questionnaire was presented in a presentation, 

the respondents answered the questions independently. Help, if needed, was offered 

by the interviewer. 

 Can the results of the questionnaire be generalised - with regard to the target group? 

- Yes, a small but experienced sample of experts was formed in order to obtain the 

highest possible quality feedback in the first iteration of the creation of the target 

architecture. 

 Is there any form of benefit to the target group from the survey? - Yes, the specific 

benefit is the first high quality feedback for the first iteration of the reference ar-

chitecture. 

 Has the questionnaire been constructed in such a way that it is long enough to cover 

all relevant aspects, but as short as possible so as not to overburden the respondent? 

- Yes, this was checked in a pre-test, among other things. 

 Was the questionnaire reasonable for all respondents? - Yes, this was also checked 

in a pre-test. 

 The questions were mainly closed questions using the Likert scale (see above). A 

comment field was available to the respondents. The following criteria should ap-

ply to the items (question-answer combinations): 

 Could the question be applied meaningfully? - Yes, this was ensured during the 

pre-test and also during the presentation. 

 Was the targeted knowledge area targeted with sufficient precision? - Yes, this is 

shown not least by the answers. 
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 Was sufficient information provided? - Yes, within the framework of a presentation 

with all the required content. 

 Are answers suggested or implied to the respondent? - No 

 Were the question and the answer options formulated with sufficient precision? 

Yes, this was confirmed by the results, among others. 

 Was the content of the question/answer combination free of contradictions? -Yes, 

this was also confirmed by the results. 

 Could the question be answered exhaustively with the choices? - Yes, this was also 

made possible by the provision of a comment field. 

 Were the questions simple enough not to have a negative influence on the motiva-

tion of the respondents? - Yes, this was checked during the pre-test and also con-

firmed by the results. 

A five-point Likert scale was used; an interval scale level is often assumed for the evalua-

tion (Franzen, 2019; Häder, 2019; Schnell et al., 2022). Here, positively, or negatively 

formulated statements about an issue are given. The respondents can then express their 

opinion by agreeing or disagreeing with the statements in several predefined gradations. 

The distance between the answer options is as equal as possible and interpretable (equidis-

tance, Bortz & Döring (2023)).  The questions are given a five-point answer scale and 

combined in a sample. Then the answers are added up to a total value. Only the items with 

the highest correlation value are then included in the final questionnaire, which is then used 

in the study sample Schnell et al. (2022) or Bortz & Döring (2023). 

During data preparation, missing values were replaced with the median. 

The experts' evaluation of the architecture was based on the following criteria (s. Bass et 

al, 2021): 

 Ease of use – the user's ability to use a system effectively. -> Usability 

 Performance – the responsiveness of the system - the time it takes to respond to 

stimuli, or the number of events processed in a given time interval. -Y Performance 

 Reliability – the ability of the system to function over time. -> Reliability 
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 Availability – the proportion of time the system is operational. -> in this iteration 

N/A 

 Security – the ability of the system to resist unauthorised attempts to use it and 

denial of service, while providing its services to legitimate users. -> Security 

 Functionality – the ability of the system to perform the tasks for which it is in-

tended. -> Functionality 

 Modifiability – the ability to make changes to a system quickly and inexpensively. 

- > Modifiability 

 Cost – the cost of the system -> in this iteration within Modifiability  

A 5-point Likert scale was used to answer the questions:  

Weighting scale with  

1 = Does not apply at all, strongly disagree 

2 = Does not apply, disagree 

3 = Neutral (or neither agree nor disagree) 

4 = Agree and  

5 = Strongly agree 

Among the experts of the participants were the following persons (the names will not be 

disclosed in this thesis): 

- Senior Economist, Strategic Planning, PKN Orlen (Polski Koncern Naftowy ORLEN) 

- Chief Architect, SAP AG 

- Principal Expert, SAP AG, Integrated Business Planning 

- Principal Project Manager, SAP AG, Utilities & Process Industry 

- HR Manager, NN, selection of personnel, in particular requirements profile regarding AI 

for employees 

- Expert Data Analyst, NN, data collection and data analysis 
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- Technology Lead & Business Advisor, SAP ICN Potsdam, SAP Decision Simulator 

(https://www.sap.cn/about/company/innovation/icn.html) 

 

Data Analysis 

1. Descriptive 

1.1 Items 

 

Table 26: Descriptive statistics of the survey items 

The statistical analysis was performed using the JASP39 program based on R. After clean-

ing the data, and the Likert scale values were transformed into numerical values following 

the provided guidelines. The sample size was N =12 values. Table 26 shows the descriptive 

statistics of the items (items 1 to 18) with their respective mean, standard deviation, and 

the respective minimum and maximum. 

 

 

Table 27: Reliability testing of the items 

                                                      
39 https://jasp-stats.org/ , accessed 18.06.2023 

https://www.sap.cn/about/company/innovation/icn.html
https://jasp-stats.org/
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Table 27 shows the calculation of the reliability and results in a high value for Cronbach's 

alpha. This means that there is a very high level of agreement between the items, which 

thus evaluate the individual aspects of the reference architecture. 

 

Table 28: Distribution of the transformed Likert values for all items 

Table 28 shows that most of the item scores are 4 or above, which also reflects the 

value of the Cronbach's alpha. This means that most items are rated at least "agree". 

 

1.2 Years of experience 

 

Table 29: Descriptive statistics of the years of experience of the experts 
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Table 30: Distribution of domain experience 

 

 

Table 31: Descriptive statistics of the years of experience of the experts 

 

 

 

Table 32: Descriptive statistics of the years of experience of the experts and the EVAL variable  

EVAL is the arithmetic mean, i.e. the sum of all items divided by the number of re-

spondents. 
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2. Inferential Statistics 

Hypothesis:  

2.1 Correlation of AI experience and evaluation of Re_fish 

It was pointed out above that the interviewees were experts in their respective fields 

(project management, AI, business analytics and IT architecture were identified). In 

addition, the evaluation of the different aspects of the Re_fish reference architecture 

was presented above as an objective. In the 1980s, Stuart and Hubert Dreyfus (1980) 

established a multi-level model of what it means to be an expert in a field (critique of 

the five-level model of Gobet & Chassy (2008 and 2009)). Ericsson et al. (1993) state 

in their study that it takes about 10,000hrs deliberate training, so approx. 10 years to 

become an expert, however, depending on the skill to be learned and quality of edu-

cation etc. This view is, therefore, not accepted here, as the mean is 5 years even for 

the "youngest" area, AI, all respondents had more than 10 years of professional expe-

rience. 

H0: The less experience in AI a responder has, the less positive Re_fish will be eval-

uated 

H1: The more experience in AI a responder has, the more positive Re_fish will be 

evaluated. 

 

Table 33: Spearman’s rho (and Pearson’s r) AI years of Experience and EVAL 

Result- Spearman’s rho is 0.434 and with | rho | > .3 shows therefore a moderate posi-

tive correlation. 

This means that the null hypothesis is to be rejected and the H1 hypothesis is to be 

accepted. 
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2.2 Correlation of IT architecture (ITA) experience and positive evaluation of 

Re_fish 

H0: The less experience in ITA a responder has, the less positive Re_fish will be 

evaluated 

H1: The more experience in ITA a responder has, the more positive Re_fish will be 

evaluated. 

 

Table 34: Spearman’s rho (and Pearson’s r) ITA years of Experience and EVAL 

 

Result- Spearman’s rho is 0.389 and with | rho | > 3 shows, therefore, also a moderate 

positive correlation. 

This means that the null hypothesis is to be rejected and the H1 hypothesis is to be 

accepted.  

Both results express that the experts value the reference architecture as being “useful” 

regards to the evaluated aspects. 

In the following, some evaluations are presented on the basis of MS Excel. 
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Table 35: Evaluation of the Re_fish reference architecture in percentages  

 

 

Table 36: Evaluation of the Re_fish reference architecture in percentages  

 

Question Strongly Agree Agree

Neither Agree 

nor Disagree Disagree

Strongly 

Disagree Neutral Sum

Agree Disagree

1 Absolute 2 8 1 11

Percentage 18% 73% 9% 0% 0% 0% 100% 91% 0%

2 Absolute 2 8 1 11

Percentage 18% 73% 0% 9% 0% 0% 100% 91% 9%

3 Absolute 1 7 1 1 1 11

Percentage 9% 64% 9% 9% 9% 0% 100% 73% 18%

4 Absolute 1 7 2 1 11

Percentage 9% 64% 0% 18% 0% 9% 100% 73% 18%

5 Absolute 3 8 11

Percentage 27% 73% 0% 0% 0% 0% 100% 100% 0%

6 Absolute 2 8 1 11

Percentage 18% 73% 0% 0% 0% 9% 100% 91% 0%

7 Absolute 2 6 1 2 11

Percentage 18% 55% 0% 9% 0% 18% 100% 73% 9%

8 Absolute 10 1 11

Percentage 91% 0% 0% 0% 0% 9% 100% 91% 0%

9 Absolute 4 6 1 11

Percentage 36% 55% 0% 0% 0% 9% 100% 91% 0%

10 Absolute 4 5 2 11

Percentage 36% 45% 0% 0% 0% 18% 100% 82% 0%

11 Absolute 4 6 1 11

Percentage 36% 55% 0% 0% 0% 9% 100% 91% 0%

12 Absolute 3 6 2 11

Percentage 27% 55% 0% 0% 0% 18% 100% 82% 0%

13 Absolute 4 5 2 11

Percentage 36% 45% 0% 0% 0% 18% 100% 82% 0%

14 Absolute 1 9 1 11

Percentage 9% 82% 0% 0% 0% 9% 100% 91% 0%

15 Absolute 3 7 1 11

Percentage 27% 64% 0% 0% 0% 9% 100% 91% 0%

16 Absolute 2 7 2 11

Percentage 18% 64% 0% 0% 0% 18% 100% 82% 0%

17 Absolute 2 7 2 11

Percentage 18% 64% 0% 0% 0% 18% 100% 82% 0%

18 Absolute 2 5 1 3 11

Percentage 18% 45% 0% 9% 0% 27% 100% 64% 9%

Result

Question 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18

Strongly Agree 18% 18% 9% 9% 27% 18% 18% 91% 36% 36% 36% 27% 36% 9% 27% 18% 18% 18%

Agree 73% 73% 64% 64% 73% 73% 55% 55% 45% 55% 55% 45% 82% 64% 64% 64% 45%

Neither Agree nor Disagree 9% 9%

Disagree 9% 9% 18% 9% 9%

Strongly Disagree 9%

Neutral 9% 9% 18% 9% 9% 18% 9% 18% 18% 9% 9% 18% 18% 27%

Summe 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100%
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Table 37: Evaluation of the Re_fish reference architecture in percentages categories per question 

A total of 15 people took part in the survey by the deadline - N = 15  

After correcting incorrect and/or duplicate entries, a total of 12 usable results remained. 

These results are shown in tables 38 to 40.  

Overall, the assessment of the Re_fish reference architecture was positive. If the ratings 

for "Strongly Agree" and "Agree" per question were cumulated and compared with the 

opposite ratings "Disagree" and "Strongly Disagree", the Re_fish reference architecture 

was rated positively for all 18 items asked. 

 

Table 38: Design Evaluation Methods by Hevner et al. (2004) 

As mentioned above within the description of guideline 4, Hevner et al. (2004) provide 

twelve design evaluation methods. These can in turn be divided into five categories. These 

1. Observational Case Study: Study Artifact in depth in business environment

Field Study: Monitor use of artifact in multiple projects

2. Analytical

Static Analysis: Examine structure of artifact for static qualities 

(e.g., complexity)

Architecture Analysis: Study fit of artifact into technical IS 

architecture

Optimization: Demonstrate inherent optimal properties of artifacts 

or provide optimality bounds on artifact behavior

Dynamic Analysis: Study artifact in use for daynamic quallities 

(e.g., performance)

3. Experimental

Controlled Experiment: Study artifact in controlled environment for 

qualities (e.g., usability)

Simulation - Execute artifact with artifical data

4. Testing

Functional (Black Box) Testing: Execute artifact interfaces to 

discover failures and identify defects

Structural (White Box) Testing: Perform coverage testing of some 

metric (e.g., execution paths) in the artifact implementation

5. Descriptive

Informed Argument: Use information from the knowledge base 

(e.g., relevant research) to build a convincing argument for the 

artifact's utility

Scenarios: Construct detailed scenarios around the artifact to 

demonstrate ist utility

Design Evaluation Methods
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include the methods shown in table 42. In the author's opinion, this dissertation meets the 

guidelines of Hevner et al. (2004), as shown above. The presentation, the discussion/inter-

view and the subsequent survey were conducted in accordance with the evaluation method 

of an "informed argument". In an informed argument, a convincing argument has been 

built up on the basis of the knowledge base (e.g., through relevant research) to prove the 

utility of the artifact. In a subsequent iteration, in which the gaps identified by the experts 

(s. chapter 5.4) will be incorporated into the iterated design, a prototype will be built, which 

will then undergo further evaluation in the context of use in a concrete context in the field 

of corporate planning. In conclusion, however, it can already be stated that the Re_fish 

reference architecture represents a solution to the problem presented in the hypothesis. 

5.4 Adjustment of the Reference Architecture Re-fish 

In the following, the significant results and the comments and recommendations of the 

participants in the discussions and the survey are presented. The additional requirements 

are included in a catalogue and numbered consecutively. They are given the ID AR = Ad-

justing Requirement. An overview of the survey questionnaire and the questions can be 

found in Appendix B- "Survey Questions for Architecture Evaluation". The names of the 

questions in the survey are based on the four areas to be evaluated, see Chapter 5.3 - Usa-

bility = U, R = Reliability, F = Functionality, M = Modifiability, Performance = P, Security 

= S, Quality = Q. 

 

Introduction:  

 

Reference architecture quality attribute 1: Usability 

Artificial intelligence needs transparency and security. Especially in corporate planning 

processes, the explainability of AI is an essential factor in creating trust in AI applications. 

The reproducibility of the results of multi-layer machine learning processes is a prerequi-

site for this. 

I like the explanations about Re_fish from page 7 and 8 the most. Interesting conception. 

The potential users would surely need a support while implementing it in their businesses 

U1: 
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In my opinion, it is not "easy" to understand the Reference Model, but this is not due to the 

presentation of the model but rather to the complexity of the problem and its solution. 

Finding and recommendation:  

In the next iteration, the views of the architecture should be simplified. This also results 

from the fact that in the next iteration the architecture components will have to be further 

decomposed. -> AR 1 

U5: 

I like the possibility to use a chat-bot to deepen certain questions and to point out - possibly 

overlooked by the user - connections in the dashboard, for very helpful and useful. 

I like slides 17 and 18 because they explain the process and users' profits in an easy way. 

The possibility to ask further questions is very important. 

Finding and recommendation:  

N/A -> AR N/A 

U6: 

I believe it is useful and important to provide (as much as possible) causal explanations 

(always assuming that there is also a clear cause-effect relationship between two varia-

bles). The chosen presentation in the form of the "causality ladder" seems to be suitable 

for this. 

The implied function that the presentation dynamically adapts to further questions in the 

course of the analysis is very useful. Whether this type of interface is sufficient for all types 

of users would have to be determined by corresponding analyses in the field and practical 

use. 

In my opinion, it would also be good if it is made transparent for the user with which 

probabilities or with which certainty one or the other statement is made, or causality is 

established. 
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Finding and recommendation:  

The experts consider the causality of the decisions to be a very important function of the 

reference architecture. It should therefore be developed in detail in the next iteration step. 

-> AR 2 

U7: 

The explanations of the machine learning models and the presentation of the results of the 

explanatory model used in each case is useful and sufficient for certain user groups. Users 

with less mathematical understanding (often decision makers, managers) might be put off 

by this rather "technical" way of presentation. Here, one could think about how to present 

the information provided by the explanatory models in a suitable way and in regard of 

specific actors. In any case, it should be considered to offer a kind of "consolidated view" 

across all explanatory models in order to avoid uncertainties regarding the results and 

deviations between the respective models. 

Finding and recommendation:  

It was already pointed out during the development of Re_fish that different users have 

different skills (models of mind) and the HCI must adapt accordingly. For this reason, user-

specific dashboards were initially included in the design. However, in a next iteration of 

the Re_fish design, it must be developed more intensively so that the different users, their 

skills, their model of mind and also their requirements in general are better supported. -

>AR 3 

P1: 

In any case, this is an interesting and promising approach. 

P3: 

The idea of the work to combine the interaction of symbolic and non-symbolic AI with a 

representation of data provenance is very promising. Whether this is sufficient to establish 

the desired confidence in the results must be proven by tests in practice 
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Finding and recommendation:  

In this case, one expert agrees with the approach in the thesis and supports the continuation 

of the development of the Re_fish reference architecture by developing a prototype and 

thus shares the opinion expressed here in this thesis. 

S1: 

In principle, the solution architecture allows different user roles to be distinguished. How-

ever, these user groups are - in my opinion - not distinguished clearly enough in the illus-

trations. 

Finding and recommendation:  

In the next iteration of the development of the Re_fish Reference architecture, the assign-

ment of users (stakeholders) to the respective groups and roles must be more strongly and 

better represented. -> AR 4 

S2: 

Especially for planning processes and decisions made on the basis of corresponding anal-

yses, it is necessary that the results of the analyses are documented and reproducible. This 

means that the conditions under which the results were obtained must be historicized, etc. 

The solution architecture provides appropriate functions for this purpose. 

Q2: 

I am convinced that the necessary technologies and concepts for a suitable and functioning 

implementation of the reference architecture are available today. 

Q3: 

Naturally, I have a hard time with this answer - because of my many years of project ex-

perience! But what speaks for the calculability and predictability of project costs is that 

many functional building blocks of the reference architecture are already available today 

and "only" need to be adapted. 
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Further findings (s. table 42) 

 

Table 39: List of further findings 

5.5 Summary 

The task of Chapter 5 was to combine the results and theoretical considerations of the 

previous chapters and use them to create an artefact. For this purpose, the results of the 

stakeholder analyses and, in particular, their requirements and XAI were collected and 

summarised via literature review. The method of creating architectures, and principally 

reference architectures, was also considered. All results were used in Chapters 5.1.2 to 

5.2.8 to create the Re_fish reference architecture. Chapter 5.3 described the evaluation of 

the architecture in the form of a two-step approach, in which the first part relates to the 

evaluation of the implementation of the design science method, and the second one to the 

evaluation (first iteration) of the Re_fish reference architecture. 

 

Finding 16: In Chapter 5, the reference architecture of Re_fish was created - the results of 

the previous chapters were used and taken into account. The result is a reference architec-

ture that serves as a reference model to be used as a starting point in a concrete use case. 

In Chapter 5.2.8, statements were made about the lifecycle, and it was presented how 

Re_fish can be integrated into a machine learning pipeline using various modules. 

 

Finding 17: The Re_fish reference architecture was evaluated by experts from the business 

and technology sectors. The result of the evaluation was positive and thus supported a 

continuation and next iteration.  

# ID Description

1 AR

In the next iteration, the views of the architecture should be 

simplified. This also results from the fact that in the next iteration 

the architecture components will have to be further decomposed. 

2 AR

The experts consider the causality of the decisions to be a very 

important function of the reference architecture. It should therefore 

be developed in detail in the next iteration step

3 AR

It was already pointed out during the development of Re_fish that 

different users have different skills (models of mind) and the HCI 

must adapt accordingly. For this reason, user-specific dashboards 

were initially included in the design. However, in a next iteration of 

the Re_fish design, it must be developed more intensively so that 

the different users, their skills, their model of mind and also their 

requirements in general are better supported. 

4 AR

In the next iteration of the development of the Re_fish Reference 

architecture, the assignment of users (stakeholders) to the 

respective groups and roles must be more strongly and better 

represented. -> AR 4

Adjusting Requirement Catalogue
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The Sun’s special nourishment proved as effective for Josie as it had for Beggar Man, and 

after the dark sky morning, she grew not only stronger, but from a child into an adult. As 

the seasons – and the years – went by, Mr McBain’s vehicles cut down the tall grass in all 

three fields, leaving them a pale brown color. The barn now looked taller and more sharply 

outlined, but Mr McBain still didn’t build additional walls for it, and on cloudless evenings, 

as the Sun went towards his resting place, I was still able to see him sinking to the far side 

of the barn before fading into the ground.” (Ishiguro, Kazuo (2021). Klara and the Sun. 

Chapter 6) 

 

6. Summary and Outlook 

The present work is both theoretical and empirical. The hypothesis and the main goal of 

the dissertation, G1 (s. chapter 1.4), was to develop a reference architecture for trustworthy 

artificial intelligence in the context of corporate planning in the process industry. This ar-

tefact, together with further iterative refinements and additions, will serve as a basis for 

concrete implementation projects in the future. The created reference architecture is named 

"Re_fish" (which a composition in honour of Marian Rejewski, the leading Polish scientist 

who solved the Enigma code and the Babelfish, "a fictitious universal decoder for every 

form of language in the universe"). The development of this reference architecture fol-

lowed the research approach of design science research. The empirical relevance of the 

reference architecture has been developed in this work with scientific rigour in the context 

of corporate planning in the process industry. 

 

This hypothesis was based on the observed phenomena in literature and practice that deci-

sions and actions taken by an AI model in the context of corporate planning scenarios and 

decision-making are not always explainable to stakeholders and, therefore, will not be 

trusted. Since most AI models, especially subsymbolic, are not transparent, interpretable, 

or explainable, users do not trust their outcomes. As a result, their potential is not fully 

realised (the difference between interpretability/explainability and explanation depends on 

the situation in which the model is used).  

 

In this dissertation, it has been assumed that stakeholders – users need a user presentation 

of the results of the AI methods to understand the decisions or actions taken by e.g., sub-

symbolic “black box” machine learning and deep learning models. This is especially rele-

vant for managers and decision makers. 
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In the design science research approach, an empirical observation, or a resulting problem 

out of such an observation leads to changing this situation by providing a solution. The 

development of such a solution is done through the scientifically rigorous use of the exist-

ing knowledge base, i.e., the foundations, such as theories, frameworks, tools, etc., and the 

methodologies, such as data analysis techniques, formalisms, etc.  

 

In addition to the above-mentioned main goal, the dissertation has covered the following 

secondary objectives: 

 

G1.1: The dissertation has provided an overview of the actual status and research of the 

impact of Artificial Intelligence on the economy. This goal has been mapped to Chapter 

1.1 and 1.2 

 

G1.2.: The dissertation has provided an overview on the specifics of the process industry, 

challenges the process industry is facing and how AI can support business in the process 

industry. This goal has been mapped to Chapter 2 

 

G1.3: The dissertation has provided an overview of the actual status and research in AI and 

XAI. This goal has been mapped to Chapter 3 

 

G1.4: The dissertation has provided an approach on how to develop a reference architecture 

for a trustworthy AI (XAI) system. This goal has been mapped to Chapter 4 

 

G1.5: The dissertation has provided a system reference architecture – Re_fish, which can 

be used by instantiating to build a trustworthy AI- XAI system. This was a direct subgoal 

of the main goal (repeating it) and mapped to Chapter 5 

 

Further, Chapter 1.1 and Chapter 1.2 introduced the economic background of AI and the 

research approach and adapted it to the facts at hand. Subsequently, the special features of 

the process industry were discussed in Chapter 2. The following results have been ob-

tained: 

 AI has a significant impact on the economy as it has the possibility to be disruptive 

transformative. AI changes the role of the traditional production factors, labour and 

capital. 
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 Companies in the process industry are characterised by asset-intensive production 

and thus have a high fixed cost block. Therefore, the demand for utilisation is an 

essential element in planning and target setting to ensure sufficient ROI. High plant 

utilisation creates further challenges in terms of maintenance, etc. 

 

 Companies operate in highly complex supply chain networks that are very vulner-

able to disruptions, such as pandemics or wars, etc. 

 

 EU27 companies are important to the economies in which they are located. They 

require a consistent supply of energy due to their production process, which can 

lead to a production stoppage of days or months in the event of an interruption. 

 

 Chemical and life sciences companies operate on a highly regulated market. 

 

The above objective was covered in Chapters 1.1 and 1.2, in findings 1 to 11. Generally, 

these results reflect the economic relevance of AI. Therefore, G1.1 and G 1.2 are consid-

ered fulfilled. 

 

Explainable Artificial Intelligence was presented in Chapter 3. First, the field of AI was 

introduced and then the individual areas - subymbolic, symbolic, and neuro-symbolic AI 

were explained. This showed that current XAI approaches are mainly used to explain ma-

chine learning models. Hybrid (combination of symbolic and subymbolic AI) or 

knowledge-based approaches were also demonstrated, as well as neuro- symbolic AI ap-

proaches, discussed as an extended, tested approaches which also enable people to directly 

understand explanations related to AI. 

 

With these outcomes, G1.3 is considered fulfilled. 

 

In Chapter 4, the methodological foundations for the creation of a reference architecture 

have been developed. All results and elaborations from Chapters 2, 3 and 4 were then used 

in Chapter 5 to create a reference architecture for trustworthy AI. The artefact to be created 

was evaluated through an evaluation of experts. Any gaps have been documented and thus 

incorporated into the reference architecture for a further iteration. The evaluation result 
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was positive for this first iteration and the reference architecture Re_fish is seen as a solu-

tion for the observed problem and the hypothesis was fulfilled. 

 

With this result, G1 and G1.5 are considered fulfilled. 

 

The research questions mentioned in Chapter 1.4 have been fulfilled. To proof this, see 

the summary of the findings of this thesis below: 

 

Finding 1: Impact of AI on economy 

The impact of AI on economy can be described as the importance of former production 

factors, labour and capital, become less important, or grow together into a single factor. 

 

Finding 2: Potential growth opportunities through AI: 

1. Intelligent automation. With the help of AI, intricate and strenuous physical tasks 

can now be replaced. – Replacement case. 

2. Additionally, virtual work can also be carried out through software agents, which 

can replace non-physical tasks such as matching outgoing invoices with payments, 

within the framework of robotic process automation (RPA40). – Replacement case.  

3. There is also a potential for advancement by building upon existing work, as out-

lined in this dissertation, which could ultimately exceed human capabilities. - Aug-

mentation case. 

4.  Another opportunity for growth arises when innovations spread from one area to 

another, resulting in increased efficiency through the use of AI and leveraging syn-

ergies – Raising synergies through diffusion. 

 

Finding 3: Impact on Labour: 

The impact of AI on the labour market is not viewed uniformly. There are different opin-

ions about the strength and direction of the impact. However, the impact can be differenti-

ated according to the growth drivers outlined in Finding 2. For example, some work will 

fall under the so-called replacement case, others under the augmentation case, and new 

work will be created, for example, through the diffusion of innovation into other areas. 

                                                      
40 Robotic Process Automation, s. e.g., https://www.sap.com/germany/products/technology-platform/pro-

cess-automation/what-is-rpa.html (accessed on 18.06.2023) 

https://www.sap.com/germany/products/technology-platform/process-automation/what-is-rpa.html
https://www.sap.com/germany/products/technology-platform/process-automation/what-is-rpa.html
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Finding 4: Front runners participate most. This could lead to “supercompanies”. 

 

Finding 5: XAI can help to overcome barriers against AI- XAI can be also a needed re-

quirement for specific industries to use AI (s. regulations in process industry- s. chapter 2) 

 

Finding 6: The impact of AI on the situation of work at the company level, as a competition 

for the greatest talents and the best skills, is closely linked to the "front runner" benefit 

most. Because the "front runner" companies will also gain the best talents and skills. As a 

result, according to studies, companies have the task of training their employees exten-

sively in order to ensure the best possible use of AI in the company. 

 

Finding 7: Process companies have some special economic features. These result from the 

production process. The industry is very heterogeneous, but in general this production pro-

cess is not easy to stop and restart, for example. Production is extremely equipment-inten-

sive and requires large investments. The impact on the environment is also relevant in 

terms of sustainability and climate protection. Production itself is less labour-dependent 

than discrete manufacturing. Companies in the research-based life sciences have a com-

plex, extensive and extremely expensive research process that is subject to many regula-

tions - AI could bring significant improvements here, on the one hand in economic terms, 

but also in terms of curing generally still incurable diseases. 

 

Finding 8: Competition in the process industry sector is very high and has led to continued 

concentration over the last 30-40 years. Globally, there are currently only three countries 

(or groups of countries) that achieve significant sales volumes - these are the USA, the EU 

and, far ahead of the two aforementioned, China. 

 

Finding 9: Key trends in the process industry are digitalisation, sustainability, including in 

complex and networked supply chains, and further process optimisation. This industry is 

highly automated due to its production process, but experts suspect that the available data 

is not yet being used extensively for process optimisation. 

 

Finding 10: Challenges in the process industry ergeben sich, wie bereits oben beschrieben, 

aus der hoc The challenges in the process industry arise from various aspects. On the one 

hand, there is the high level of regulation, the fierce competition, which is also reflected in 
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the increased concentration that has taken place since the 1970s. The search for qualified 

workers severely restricts the search for locations. There are also challenges posed by the 

enormous energy requirements and extremely high plant costs, which also have to be main-

tained over the long term. On the other hand, there are the short time intervals in which, 

for example in the pharmaceutical industry, sales can be made that cover the development 

costs. 

 

Finding 11: The use of XAI in companies in the process industry naturally depends on the 

use of AI in the companies. Potential applications have been identified in the areas of sce-

nario planning, sales and operation planning, e.g., forecasting, process control, etc., which, 

when considering the use of AI in the area of research and development as well as in auto-

mated process control, have a significant - positive economic impact in the sense of the 

economic growth drivers presented in Chapter 1.1. and Chapter 1.2 respectively. 

 

Finding 12: In Chapter 2.3, the corporate planning process of the process companies was 

presented. In particular, scenario planning, which is to be classified in the strategic plan-

ning area, and sales and operations (integrated business planning) planning, which is to be 

classified in the tactical area. These sub-planning processes have several possibilities to 

replace or at least support sub-processes with AI solutions. First and foremost forecasting, 

but also optimisation with regard to constraints - usually linear optimisation models are 

traditionally used here, but AI methods are already available. The identified stakeholders 

and their requirements will be taken into account in the requirements for the reference 

architecture. 

 

Finding 13: Chapter 3.4 briefly presents the ethical, legal and regulatory requirements for 

Explainable AI. The risks of AI have been recognised and are already subject to regulation 

in Europe, for example in the area of the EU GDPR, PE-6-2023-INIT, etc. 

 

Finding 14: In Chapter 3.2, the technical perspective of artificial intelligence was pre-

sented, after the economic perspective was presented in Chapter 1.1 and 1.2. In this chap-

ter, the different areas of AI, machine learning, deep learning, knowledge enabled systems 

and finally the promising approach of neuro symbolic systems, a combination of deep 
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learning and symbolic AI, were presented. Then, in Chapter 3.3, the area of XAI was pre-

sented. 

 

Finding 15: In Chapter 4, the theoretical possibilities for developing a reference architec-

ture were examined and discussed. For Re_fish, the methodology was based on the TO-

GAF ADM and the ADD methodology. The whole process of designing and developing a 

reference architecture was described. 

 

Finding 16: In Chapter 5, the reference architecture of Re_fish was created - the results of 

the previous chapters were used and taken into account. The result is a reference architec-

ture that serves as a reference model to be used as a starting point in a concrete use case. 

In Chapter 5.2.8, statements were made about the lifecycle, and it was presented how 

Re_fish can be integrated into a machine learning pipeline using various modules. 

 

Finding 17: The Re_fish reference architecture was evaluated by experts from the business 

and technology sectors. The result of the evaluation was positive and thus supported a 

continuation and next iteration. 

 

RQ1: What are the specifics of the process industry?  

 

RQ 1.1: What are the main and differentiating characteristics of the process indus-

try? 

The RQ 1.1 was addressed and answered by finding 1,2,3,4,5, 6, 7, 9, 10 and 11 

 

RQ 1.2: What are the specific market conditions of the process industry? 

The RQ 1.2 was addressed and answered by finding 4,8,9 and 10 

 

RQ 1.3: What does the planning process look like within corporate planning? 

The RQ 1.3 was addressed and answered by finding 12 

 

RQ 1.4: What special planning sub-processes in corporate planning are of particular 

importance for the process industry? 

The RQ 1.4 was addressed and answered by finding 12 
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RQ 1.5: What decisions are made in these sub-processes that AI systems can/ will 

take over? 

The RQ 1.5 was addressed and answered by finding 12 

 

RQ 1.6: What are the requirements for explaining decisions made in the sub-pro-

cesses? 

The RQ 1.6 was addressed and answered by finding 12 

 

With this result and the fact that the findings have answered all subsequent research 

questions, the research question RQ1 is considered as being answered. 

 

RQ 2: What is Explainable AI and how can it support decision making in the corporate 

planning process?  

 

RQ 2.1: What is AI  

The RQ 2.1 was addressed and answered by finding 11,13 and 14 

 

RQ 2.2: What is Machine Learning? 

The RQ 2.2 was addressed and answered by finding 11,13 and 14 

 

RQ 2.3: What are knowledge-based systems? 

The RQ 2.3 was addressed and answered by finding 11,13 and 14 

 

RQ: 2.4 What is explainable Artificial Intelligence? 

The RQ 2.4 was addressed and answered by finding 11,13 and 14 

 

RQ: 2.5 What are the Stakeholders of XAI and how do they relate to the stakehold-

ers in corporate planning? 

The RQ 2.5 was addressed and answered by finding 11,13 and 14 

 

With this result and the fact that the findings have answered all subsequent research 

questions, the research question RQ2 is considered as being answered. 
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RQ 3: How is a Reference Architecture for an explainable AI system being designed and 

developed? 

 

RQ 3.1: What are the various theoretical approaches for constructing a reference 

architecture? 

The RQ 3.1 was addressed and answered by finding 15 

 

RQ 3.2: What methodology for designing and developing a reference architecture 

can be provided? 

The RQ 3.2 was addressed and answered by finding 15 

 

With this result and the fact that the findings have answered all subsequent research ques-

tions, the research question RQ3 is considered as being answered. 

 

RQ 4: How to provide guidance on creating a reference architecture for explainable artifi-

cial intelligence in the operational planning context? 

RQ 4.1: To create a reference architecture, what preparations and basic assumptions 

need to be taken into account? Moreover, what factors should be considered 

throughout the lifecycle to guarantee explainability? 

The RQ 4.1 was addressed and answered by finding 16 and Chapter 5.2.1 

 

RQ 4.2: What are some existing architectures that could be used as a foundation? 

The RQ 4.2 was addressed and answered by finding 16 and Chapter 5.2.2 

 

RQ 4.3: How can the requirements be summarised? 

The RQ 4.3 was addressed and answered by finding 16 and Chapter 5.2.3 

 

RQ 4.4: What is the Business Layer of Re_fish? 

The RQ 4.4 was addressed and answered by finding 16 and Chapter 5.2.4 

 

RQ 4.5: What is the Application Layer of Re_fish?  

The RQ 4.5 was addressed and answered by finding 16 and Chapter 5.2.5 

 

RQ 4.6: What is the Technology Layer of Re_fish? 
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The RQ 4.6 was addressed and answered by finding 16 and Chapter 5.2.6 

 

RQ 4.7: What is the process for managing the lifecycle of an explainable AI sys-

tem? 

The RQ 4.7 was addressed and answered by finding 16 and Chapter 5.2.8 

 

RQ 4.8: How can a reference architecture be evaluated? 

The RQ 4.8 was addressed and answered by finding 17 and Chapter 5.3 

 

RQ 4.9 What is the gap between the generic framework and expert opinion? 

The RQ 4.9 was addressed and answered by finding 17 and Chapter 5.4 

 

The next goal is to carry out another iteration in which the contents of the evaluation are 

incorporated and used to improve the reference architecture by a prototype to be created in 

the next (iteration) step as an instantiation. This prototype will also be about an implemen-

tation of a neuro-symbolic method. 

 

Future research can and should follow several paths. One is to better understand what de-

cisions need to be made in strategic planning and business decisions in general. In the area 

of explaining how people explain people and how machines should do the same, there is 

still a need for deeper analysis - especially with regard to causality. This especially also in 

the context of neurosymbolic systems and the connection of deep learning and Symbolic 

AI 
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GLOSSARY 

______________________________________________________________________________________________________ 

 

TERM    DEFINITION  
______________________________________________________________________________________________________ 

 

A  
 

Artificial Intelligence                                  The study of how to make computers do intelligent things that only people can 
do (until now) 

Asset utilization                                                      Optimising fixed assets and reducing working capital  
______________________________________________________________________________________________________ 
 

B  
 
Balanced scorecard                           Tool/ methodology in strategic management and strategic planning 

 

Black-box model                                                      Intransparent AI or especially machine learning model 
 

Business Analytics                                                   The process of transforming data into insights to improve business decisions 

 
Business Intelligence                                                The process of transforming data into information and information into      
               knowledge that can be used to increase a company's competitiveness 

______________________________________________________________________________________________________ 
 

C  
 
Capital efficiency                                Optimising fixed assts and reduce working capital  

     
Comprehensibility                Making sense of the message no matter how it is conveyed 
 

Corporate Planning                                  Scenario planning and integrated corporate planning  
______________________________________________________________________________________________________ 
 

D  
 
Decision Support Systems                               Systems to support decision-making, which include models, data manipulation 

              and the ability to handle uncertainty and risk 

 
Decomposability                Breaking up into independent modules 

 

Deep learning               Machine learning technique that teaches computers to do what comes naturally  
              to humans: learn by example  

 

Deep Neural Networks                                        An artificial neural network (ANN) with multiple layers between the input and 
 output layers. There are different types of neural networks but they always con-

sist of the same components: neurons, synapses, weights, biases, and functions 

 
Definition of Accountability               An assurance that an individual or organisation is evaluated on its performance 

              or behavior related to something for which it is responsible. The term is related  

                                                                to responsibility but is regarded more from the perspective of oversight 
             

______________________________________________________________________________________________________ 
 

E  
 
Expert System             A computer program that uses artificial intelligence (AI) technologies to simu-

late               the judgment and behavior of a human or an organisation that has expertise and  

              experience in a particular field. 
 

  
Explainable Artificial Intelligence Artificial intelligence in which humans can understand the reasoning behind 

decisions or predictions made by the AI; also known as understandable artifi-

cial intelligence or explainable machine learning  
______________________________________________________________________________________________________ 
 

F  
  
Feedback loops    The part of a system in which some portion (or all) of the system's output is used 

as input for future operations 
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______________________________________________________________________________________________________ 
  
G  
 
Governance     All the practices, processes and policies that help one guide a business in the 

     right direction 

Glass-box model      A model that is transparent to the user, in which all the features and the model 
     parameters are known to the user.   

______________________________________________________________________________________________________ 

 

H  
 

Homo oeconomicus   The concept of the individual assuming that man, as a rational being, always 
seeks to maximise profits and make choices for the economic value (utility) of 

the results of those choices 

  
Hybrid approach    Taking two (or more) different project management methodologies and com-

bining them to create an entirely new method and give a clear roadmap to the 

team with roles and responsibilities, deadlines, and expectations 

______________________________________________________________________________________________________ 

 

I  
 

Integrated Business Planning    A cloud-based supply chain planning solution that scales to accommodate busi-

ness growth and integrates with other systems 
 

Interpretability     The extent to which a cause and effect can be observed within a system 

 

______________________________________________________________________________________________________ 

 

K  
 

Knowledge Based Systems    Computer programs that use a centralised repository of data known as a 

knowledge  base to provide a method for problem-solving 
______________________________________________________________________________________________________ 

 

L  
 

Layer Relevance Propagation    A technique that brings such explainability and scales to potentially highly 

complex deep neural networks, which operates by propagating the prediction 
backward in the neural network, using a set of purposely designed propagation 

rules 
______________________________________________________________________________________________________ 
 

M  
 
Machine Learning   A subset of artificial intelligence which focuses on teaching computers how to 

learn from data and improve as they gain experience 

 
MYCIN  One of the first expert systems for the diagnostic treatment of bacterial infec-

tions 

______________________________________________________________________________________________________ 

 

N  
 

N/A     Not applicable 

______________________________________________________________________________________________________ 
 

O  
 
Opacity      Lack of transparency 

______________________________________________________________________________________________________ 

 

P  
 

Predictive Analytics   A branch of advanced analytics that makes predictions about future outcomes 
using historical data combined with statistical modeling, data mining tech-

niques and machine learning 

  
Prescriptive Analytics    The use of advanced processes and tools to analyse data and content to  rec-

ommend the optimal course of action or strategy moving forward   
 
 

Process Industries    Those industries where the primary production processes are either continuous, 

or occur on a batch of materials that is indistinguishable 
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PYTHON     A high-level, general-purpose programming language  
 

______________________________________________________________________________________________________ 

 

R  
 

Re-Fish      Reference architecture built as a composition in honour of Marian Rejewski,  
the leading Polish scientist who solved the Enigma code and Babelfish,  

 

Reference architecture   The field of software architecture provides a template solution for an architec-
ture for a domain 

  
Reference model     An abstract framework or domain-specific ontology consisting of an interlinked 

set of clearly defined concepts produced by an expert or body of experts to en-

courage clear communication 
 
Reliability     The quality of being dependable, trustworthy, or of performing consistently well  
 

Robustness      The capability of performing without failure under a wide range of possible   
                                                conditions 
______________________________________________________________________________________________________ 

 

S  
 

Scenario Planning      Making assumptions on what the future is going to be and how s business  
     environment will change overtime in light of that future 

 

SHapley Additive exPlanations    A method to explain individual predictions    
 

Simulatability      The condition of being, or the extent to which something can be simulated 
 
Stage Gate Model      A value-creating business process and risk model designed to quickly and  
     profitably transform an organization’s best new ideas into new outcomes 

 
Standard Model   The model which includes members of several classes of elementary particles,  

 which in turn can be distinguished by other characteristics, such as color 

change 
 

______________________________________________________________________________________________________ 
 

T  
 

Transparency      In a business or governance context → being open and honest. 
______________________________________________________________________________________________________ 

 

U  
 

Understandability  The concept that a system is presented in a way that can be easily comprehended 

to make operations become a straightforward process 

______________________________________________________________________________________________________ 

 

  

https://en.wikipedia.org/wiki/High-level_programming_language
https://en.wikipedia.org/wiki/General-purpose_programming_language
https://en.wiktionary.org/wiki/simulated
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APPENDIX 

Appendix A- Presentation for Architecture Evaluation 

1. Introduction and Presentation to the Topics 

This part of the survey was about introducing the topic. A PowerPoint presentation was 

shown (see additional files- DVD - Evaluation presentation) - the first two pages of 

this presentation introduced to the topic and motivation and relevance- The architec-

tural views of the Re_fish reference architecture was then presented. Afterwards, the 

participants were asked to answer the questionnaires. The author was always available 

for questions or explanations. 

2. Objectives of the Interview 

The objectives of the evaluation of the architecture have already been presented in 

chapter 5.3. The aim is not to evaluate the quality of the individual systems, but rather 

the projection of the architecture in terms of its effectiveness and impact on the appli-

cation or instantiation for a specific architecture. 

3. Methodology 

In addition to the Powerpoint presentation mentioned above, the questionnaire was sent 

by using MS Forms. The questions of the questionnaire are presented in Appendix B. 

4. Approach 

a) Introduction; 

b) Explanation of the scope and the objectives of the research; 

c) Sending out the questionnaire via MS Forms about the quality of the Re_fish ref-

erence architecture;  

d) Summary, open questions and explanation of next steps. 
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Appendix B- Survey Questions for Architecture Evaluation 

1.Name 

2.Profession 

3.Company 

4.No. of years’ experience with corporate planning and decision making 

5.No. of years’ experience with IT architecture 

6.No. of years with Business Analytics 

7.No. of years with Artificial Intelligence 

8.No. of years with Project Management 

 

Reference architecture quality attribute 1: Usability 

 

The reference architecture is presented in two different ways - once with the modelling language Archi-

mate and once as a simple diagram type. - This presentation is for information purposes. You can leave a 

comment below. All relevant information (diagrams, excerpts etc. can be found under the link below) - 

Slide Deck Complete Overview of Re_fish Reference Architecture:  

https://sync.luckycloud.de/f/3d519a96aaa940d58f29/ 

 

Archimate: 

 

https://pubs.opengroup.org/architecture/archimate3-doc/ch-Technology-Layer.html 

 

Feel free to add any comments - here and in the following  

U1: After the reference architecture was explained to you based on the description, you were able to easily 

understand the architecture model. 

 

U2: The model clearly defines all four levels of architecture (no separate view for data architecture) when 

considered as a blueprint for future instantiation for implementation. 

 

U3: If you select one of the business actors or stakeholders, you can see which business processes it accesses 

and which application components. and which application components. Slide 10- 14 

 

U4: The business process steps are easy to follow. Slide 13 

 

U5: The explanations are presented to the user in a human-readable form. The user also has the possibility 

to ask further follow-up questions, similar to a ChatBot. Do you rate this type of interface as sufficient for 

the use case?. If no, please comment, what is missing - Slide 17, 18 

 

U6: One of the findings of the thesis was, that causal explanations- following the “ladder of causality” are 

sufficient in planning situations (other situations maybe require different explanations, of course). Therefore, 

https://sync.luckycloud.de/f/3d519a96aaa940d58f29/
https://pubs.opengroup.org/architecture/archimate3-doc/ch-Technology-Layer.html
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the explanations are also displayed for the user in a causality diagram with cause-and-effect chains in a tree 

diagram. This diagram adapts to the further questions or builds up accordingly. Do you rate this type of 

interface as sufficient for the application? If no, please comment, what is missing. - Slide 16 

 

U7: The explanations of the machine learning models also include the presentation of the results of the re-

spective explanatory model used (LIME, SHAP, ELI5 etc.) Do you rate this type of presentation as sufficient 

for the application? If no, please comment, what is missing. - Slide 14 

 

Quality Attribute 2: Performance 

In this section, the reference architecture is evaluated in terms of performance requirements such as system 

responsiveness. As this is a reference architecture, the assessment can therefore only be transformative - in 

the sense of anticipating the properties to be evaluated in the "instantiated" architecture/implementation. 

 

P1: The reference architecture uses a Knowledge Graph data bank (e.g., NEO4J) as a knowledge base. This 

knowledge base contains the semantic data used in addition to the respective data of the subsymbolic model 

and also the data provenance. In addition, the results of the subsymbolic explainer (LIME, ELI5, etc.) are 

also stored here. this means that the explainer module provides a comprehensive explanation in the event of 

queries to the system. - Slide 14, 15 

 

Do you think this approach is sufficient? If no, please comment briefly. 

 

P2: One of the main components of Re_Fish is the Data Services component. This module is about collecting 

data from different pre-systems - streaming data, structured data, unstructured data, etc. - and putting it into 

context so that it can be used for explanations. For example, in scenario planning. - Slide 15- 18 

 

Do you think this approach is sufficient? If no, please comment briefly. 

 

P3: One of the outstanding features of Re_Fish is the interaction of symbolic and non-symbolic AI to provide 

the user with a comprehensive explanation that also allows the data provenance to be shown. - Slide 17 

 

Do you think this approach is sufficient? If no, please comment briefly. 

 

Quality Attribute 3: Reliability 

This section evaluates the reference system architecture from the perspective of reliability requirements, such 

as fault tolerance, recoverability, overall data reliability. 

 

R1: One of the results of the thesis is that the explainability of an AI must already be guaranteed in the design 

and throughout the entire life cycle. In addition to the architecture, this also includes comprehensive lifecycle 

management. A component for transparency is also the tracker component, which makes it possible to track 

the status of the non-symbolic machine learning model and to detect deviations if necessary. By separating 
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development, testing and production, it can be ensured that no biased model or its results end up in produc-

tion.- Slide 15 

 

Quality Attribute 5: Security (and Compliance) 

This section evaluates the reference system architecture from the perspective of security requirements, such 

as user roles and authorizations. 

 

S1: In the architecture model, user roles can be clearly distinguished. - Slide 13- 15 

 

S2: One of Re_Fish's key requirements is to address society's growing concerns in AI by ensuring ethical 

principles and compliance with regulations and standards (GDPR) throughout the lifecycle of the AI model. 

One of the main components of Re_Fish to ensure this requirement is the use of a separate audit module that 

contains secure, proprietary (i.e., separation of concerns) access to all information, logging (tracker), 

metadata etc. of the AI model, but also of Re_Fish itself. - Slide 14,15 

 

Quality Attribute 6: Functionality 

This section evaluates the reference system architecture from the perspective of functionality requirements, 

such as alignment with business needs, interoperability, integration. 

 

F1: The architecture properly describes the application and infrastructure components that support the ex-

plainability of the AI models. - Slide 13 

 

F2: The dialogue components of the auditor and the business user are separated. the business users are di-

vided into different groups, knowledge engineer, planner etc. The users can thus be assigned to groups via 

their roles, which then receive the necessary authorisations. The activities of the users are recorded in the 

tracker. Slide 15- 18 

 

Quality Attribute 7: Modifiability 

In this section, the reference architecture is evaluated from the point of view of modifiability with regard to 

changed requirements and, for example, with regard to cost- and time-effective changes. 

 

Q1: The reference architecture can be used flexibly to derive an instance for specific use cases and thus 

enables implementation through appropriate adaptation (instantiation) to changing business requirements or 

even completely different situational contexts. 

 

Q2: It can be assumed that the architecture can be implemented in the foreseeable future using existing tech-

nologies and reusing existing components. 

 

Q3: It is, assuming that one does not have to start completely from scratch, that the architecture will be 

implemented at a foreseeable cost. 
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