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Abstract

Carbon monoxide is an important trace gas in the Earth’s atmosphere and it is the

second most abundant molecule in space. As a relatively simple diatomic molecule,

CO is widely used in academic studies, and it serves as a benchmark molecule for

testing the most advanced ab initio calculations of molecular properties. Advance-

ments in modeling spectra in low-overtone bands of carbon monoxide revealed that

further improvement required experimental studies of 6th overtone of CO because

calculations involving highly excited molecular states are very sensitive to the small

changes in the physical model as well as to the precision of numerical calculations. In

this work the results of an experimental study of never before measured 6th overtone

band of carbon monoxide near 690 nm are presented. Improvement of the cavity

ring-down spectrometer allowed measurement of 14 transitions from (7 − 0) band

with intensities below 2·10−29 cm/molecule. Line intensities are determined with rel-

ative standard uncertainty below 4% and line positions with an accuracy of 3 · 10−4

cm−1. Self-induced pressure broadening and shifting coefficients are determined with

a relative uncertainty of about 5%. Speed-dependent line-shape effects are observed

and analyzed for the first time for such weak transitions.

The high accuracy of measured line intensities motivated new ab initio calculations

done by collaborators from the University College London, UK, with the aim of

developing a model of CO absorption capable to predict line intensities of all bands

within the experimental uncertainty. The validation of new calculations with the

experimental data allowed to find and overcome issues with initially huge errors and

resulted in a model that predicts the measured values of 6th overtone line intensities

within the experimental uncertainty of a few percent, which is an important step

towards a single model predicting the entire CO spectrum.
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Streszczenie

Tlenek węgla występuje w śladowych ilościach w atmosferze ziemskiej i jest drugą

najbardziej rozpowszechnioną cząsteczką w przestrzeni kosmicznej. Jako stosunkowo

prosta cząsteczka dwuatomowa, CO jest szeroko stosowany w badaniach akademic-

kich i służy jako cząsteczka wzorcowa do testowania najbardziej zaawansowanych

obliczeń ab initio własności cząsteczek. Postępy w modelowaniu pasm absorpcyjnych

tlenku węgla, tzw. niskich nadtonowów ujawniły, że dalsza poprawa wymaga po-

miarów szóstego nadtonu CO. Wynika to z faktu, iż obliczenia dla silnie wzbud-

zonych stanów są bardzo czułe na małe zmiany w modelu fizycznym jak również

precyzję obliczeń numerycznych. W pracy przedstawiono wyniki badań ekspery-

mentalnych nigdy wcześniej nie mierzonego pasma (7 − 0) tlenku węgla w zakresie

długości fali około 690 nm. Udoskonalenie spektrometru strat we wnęce (CRDS,

ang. cavity ring-down spectrometer) umożliwiło pomiar 14 przejść z tego pasma o

natężeniach linii poniżej 2·10−29 cm/molekuła. Natężenia linii zostały wyznaczone

z względną niepewnością standardową poniżej 4%, a położenia linii z dokładnością

3 · 10−4 cm−1. Współczynniki zderzeniowego rozszerzenia i przesunięcia linii są wyz-

naczone z względną niepewnością około 5%. Po raz pierwszy dla tak słabych linii

zostały zaobserwowane efekty zależności rozszerzenia i przesunięcia linii od prędkości

absorbera i wyznaczone wartości charakteryzujących je parametrów.

Wysoka dokładność zmierzonych natężeń linii była motywacją dla nowych obliczeń ab

initio wykonanych przez współpracowników z University College London (Wielka Bry-

tania). Walidacja nowych obliczeń przy pomocy danych eksperymentalnych pozwoliła

znaleźć i przezwyciężyć problemy powodujące początkowo bardzo duże rozbieżności

między teorią i doświadczeniem. Zaowocowała ona modelem, który przewiduje wartości

natężeń linii z szóstego nadtonu CO zgodne z wartościami uzyskanymi w pomiarach.
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Jest to istotny krok na drodze do uzyskania jednego modelu, który przewidywałby

natężenia linii widmowych CO w paśmie podstawowym oraz wszystkich nadtonach.
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Introduction

The global goal of this work is to advance our current understanding of the physical

world on a molecular level. Various exciting areas of current research include several

tests of the fundamental laws of physics. There were done laboratory measurements in

search of molecular transitions that violate the symmetrization postulate of quantum

mechanics thus setting an upper limit for its potential violation [1, 2]. H2 lines are

used for investigation of potential variations of the proton-to-electron mass ratio both

in laboratory experiments [3] and on the cosmological scale in the absorption spectra

of quasars [4]. Comparable experimental methods are utilized to explore the possi-

bility of a cosmological variation of the electromagnetic fine structure constant [5].

Additionally, after redefining the Kelvin unit in 2019 , molecular spectroscopy was

proposed [6] as a tool for primary linestrength ratio thermometry (LRT). It can

achieve ppm-level (parts-per-million) accuracy for CO optical transitions (80–700 K)

and rare-earth-doped crystals (9–100 K).

Another application of molecular spectroscopy is the remote sensing of gases. It

can provide comprehensive information about the composition and conditions of the

Earth’s atmosphere, interstellar media, stars, exoplanets, molecular clouds, and other

space objects. The carbon-to-oxygen ratio measurements provide information on the

history of the formation of exoplanets [7]. Numerous satellite missions, as well as

ground-based laboratories, target remote sensing of the Earth’s atmosphere allowing

a wide range of measurements: the Measurement of Pollution in the Troposphere

(MOPITT) [8], the Orbiting Carbon Observatory (OCO)-2 and -3 [9, 10], and the

Greenhouse Gases Observing Satellite (GOSAT) [11] and GOSAT-2 [12] missions were

deployed for advanced monitoring of greenhouse gases. Several thermal enhanced

infrared sounders such as AIRS [13], TES [14], IASI [15], and CrIS [16] were launched
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to monitor the atmospheric state for numerical weather prediction and climate change.

They provide measurements of atmospheric temperature profiles, humidity profiles as

well as vertical profiles of important pollutants and greenhouse gases such as carbon

monoxide, ozone, methane, and SO2. In addition to these more traditional passive

observations, active measurements like the CloudSat lidar [17] and the CALIPSO

radar [18] satellites were deployed for monitoring the vertical structure of clouds and

aerosols that are important for diverse atmospheric applications.

Closing on the applications targeted by the findings in this thesis, let us mention

that a deeper understanding of processes of intermolecular interactions is essential

for the development of small molecule machines [19]. The study of van der Waals

interactions can significantly impact the development of lithium solid polymer elec-

trolytes [20], which are considered to be promising alternatives to their widely used

liquid counterparts and engineering “graphene-on-surface” structures for applications

including optoelectronics, surface catalysis, anti-friction, and superlubricity [21].

For the success of all aforementioned applications, there must be a complete and com-

prehensive understanding of the object used in applications, meaning there should be

its physically justified theoretical model. Quantum mechanical calculations for sys-

tems larger than hydrogen, though would describe completely observed spectra seem

not feasible for the current level of computational abilities. That is why different ap-

proximate methods are used for calculating spectra. Such calculations that provide

the required level of accuracy for every particular case of interacting molecules or

even conditions of the gas are considered as a distinguished result. Experimental lab-

oratory measurements provide necessary validation for the calculations because they

allow for high resolution and accuracy, tight control over measurement conditions,

sample composition, and isolation of particular effects of interest. Simple molecu-
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lar systems are preferable for this task since quantum mechanics calculation requires

huge computational power for large molecules.

For this reason, carbon monoxide might be the best object for the study. It is a sim-

ple diatomic molecule with a strong electric dipole moment. Over the long history of

molecular spectroscopy, CO became a benchmark system for the study of rotational

and rotational-vibrational transitions and has been presented in many textbooks.

Carbon monoxide is widely used in the study of astrophysical environments, because

beyond Earth it is the second-most common diatomic molecule in the interstellar

medium, after molecular hydrogen. The molecular hydrogen spectrum in the infrared

(IR) region is much weaker than that of CO because H2 is a symmetric molecule

having no dipole moment. While molecular hydrogen is usually observed only in the

ultraviolet (UV) range, thus requires the use of space telescopes, carbon monoxide

observations, which can be done from the Earth, provide information about the molec-

ular clouds [22, 23], in which most stars form. CO is also present in the atmospheres

of Venus [24, 25], Mars [26], and exoplanets [27, 28]. Carbon monoxide is one of

the symptomatic gases used in disease diagnostics based on breath analysis [29]. It

is one of the major trace gases in Earth’s atmosphere as well [30]. It does not have

a direct effect on the global temperature but plays an important role in atmospheric

chemistry [31]. It is a pollutant in the terrestrial atmosphere (especially in the tro-

posphere), occurring from both natural (i.e., biomass burning) and anthropogenic

(fossil fuel combustion) sources. It is formed by the reaction of the OH radical with

volatile organic compounds. Furthermore, the oxidation of CO by OH results in the

formation of ozone and CO2. Carbon monoxide is routinely monitored using different

spectrometers onboard remote-sensing satellites, including MOPITT [8], ACE [32],

and TROPOMI [33].
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In this thesis, the following notation for the vibrational bands of the CO molecule

is used: (v′′ − v′), where v′′ − vibrational quantum number of the upper level of the

transition, and v′ − of the lower one. The (1− 0) band is called fundamental, and

the bands with v′ = 0, and v′′ > 1 − are overtones. Thus, the band (7− 0) is often

referred to as the sixth overtone. Bands with v′ > 0 are called hot bands. Further,

the notation of rotational transitions accepted in spectroscopy is used: P denotes

transitions from a state with a rotational quantum number J ′′ to a state with J ′,

when ∆J = J ′ − J ′′ = −1, R denotes transitions with ∆J = 1 and Q with ∆J = 0.

It is also often convenient to introduce the quantum number m, where m = −J ′′ for

the P-branch and m = J ′′ + 1 for the R branch.

From the theoretical point of view calculations of CO line intensities are relatively

simple due to the simplicity of the molecule. However, for high vibrational number

overtones, the calculation becomes more and more sensitive to changes of potential

energy curve (PEC) and dipole moment curve (DMC) because of increasing density of

molecular levels and increasing effects of non-rigidity of the molecule. The experimen-

tal data on highly excited overtones are sparse since the intensity of each successive

overtone drops roughly two orders of magnitude with increasing the vibrational num-

ber by one, thus making it increasingly difficult to detect higher CO overtones using

absorption methods. Nonetheless, highly exited states manifest themselves at high

temperatures and are important for studies of solar and stellar atmospheres as well

as combustion processes on Earth. High vibrational overtones find applications in

fundamental research as they are sensitive to the proton-to-electron mass ratio [34].

Hot bands of high vibronic states of CO were observed in stellar spectra [35–40]

which helps study the processes of star formation. It took more than four decades

from the first measurements of emission hot bands up to (7−5) in an acetylene flame
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[41] in 1974 until the first measurement of the (6− 0) overtone band [42].

This work is devoted to the first measurements of (7− 0) overtone transitions. The

rotational distributions of intensities in the fundamental (1 − 0) and low-overtone

((2− 0) and (3− 0)) vibrational bands of carbon monoxide are nearly immune to the

changes of the form of the PECs and DMCs [43]. Contrary, for high-∆v overtones

(where v is a vibrational quantum number), Medvedev et al. [43] showed that line

intensities are very sensitive to different approaches of calculating the dipole moment

curves. So in order to properly model CO absorption such a model needed to be

verified with the highest possible overtone measurement, where it is most sensitive.

This situation showed the need for experimental study of 6th overtone unequivocally

indicated by Meshkov et al. [44].
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CHAPTER 1

Measurement technique

The predicted values of the transitions from 6th overtone of CO were ranging from

1 to 5 cm/molecule times 10-30 [45], and the goal was to not only register expected

transitions but also to provide quantitative information about values of intensities

and line-shape parameters. This narrows available experimental techniques to cavity-

enhanced ones. One of the most popular and well-known techniques of absorption

determination with an optical cavity is Cavity Ring-Down Spectroscopy (CRDS). It

was proposed in IR range in 1988 [46]. The CRDS was already shown to be capable

of achieving measured line intensities as low as 1.5 · 10−31 cm/molecule, which was

shown on the example of nitrogen electric quadrupole transitions [47].

1.1. CRDS

Let’s consider an optical cavity, formed by two mirrors, with reflectivity R separated

by the distance l. At the first step, the radiation is injected into the cavity. The light

inside the cavity reflects back and forth many times. If the frequency of radiation is

so that the whole number of half-periods fit between the mirrors, i.e. the radiation

is in resonance with the cavity, then light inside the cavity constructively interferes,

building up the intensity. Then at some arbitrarily chosen intensity level, the radiation

pumping is stopped. If only one cavity mode is exited, then the intensity of the

radiation inside the cavity on every pass is attenuated by the reflection from the

mirror, and absorption in the medium between the mirrors according to the Beer-

Lambert law:

R · e(−α·l), (1.1)
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where α is absorption coefficient.

After N reflections the intensity inside the cavity is given by:

I(N) = I0 ·
(
R · e(−α·l))N (1.2)

where I(N) is the radiation intensity inside the cavity and I0 − initial intensity.

Rewriting expression 1.2 with R in the exponent and number of reflections N as c·t
n·l ,

where c is the speed of light in vacuum and n is the refractive index of the medium

inside the cavity, it changes to:

I(t) = I0 · e(ln(R)−α·l) c·t
n·l , (1.3)

or simply:

I(t) = I0 · e
− t

τRD , (1.4)

where τRD is a time at which the intensity decreases by e times called the ring-down

(RD) decay time constant:

τRD =
n · l
c
·
(

1

− ln(R) + α · l

)
, (1.5)

For high reflectivity mirrors (1− R ≪ 1) taking the first term of the Tailor series of

logarithm function near unity, the last expression can be rewritten as

τRD =
n

c
· l

(1−R) + α · l
. (1.6)

Signal leaking through the cavity mirror, being proportional to the light intensity

inside the cavity, will decay at the same rate. Approximating measured signal with a
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function 1.4 allows to determine the RD time constant. The total losses in the cavity

are then composed of the losses due to sample absorption and self-losses:

α =
n

c
·
(

1

τRD
− 1

τ self

)
, where τ self =

n

c
· l

(1−R) +X
, (1.7)

where X represents other miscellaneous optical losses such as diffraction losses and

losses due to scattering by the medium that includes in the self-losses. For simplicity,

X has been omitted in the above derivation.

In theory, self-losses of the cavity can be measured with empty or filled with a non-

absorbing gas cavity, however, in practice, it is quite a difficult task to do, especially

in high signal-to-noise ratio (SNR) measurements. The self-losses of the cavity can be

accounted for mathematically by properly choosing the model of the absorption and

self-losses observed as a sample spectrum background and fitting them to the data.

The single RD measurement happens on a sub-millisecond time scale, much faster

compared to the following technique. This allows for averaging more measurements

per frequency, and thus lowering the noise.

1.2. CMWS

The Cavity Mode Width Spectroscopy (CMWS) [48, 49] technique is based on the

determination of losses in the cavity by measurement of the width of cavity response.

The frequency of the radiation source is scanned near the cavity resonance frequency,

and the response shape is recorded. Further approximation of acquired response by

Lorentz function yields a determination of the mode width, which is related to the

total cavity losses:

Λtot =
c

2πnl
· ((1−R) +X + α · l) , (1.8)
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where Λ is the mode full width at half-maximum (FWHM). Similarly, as with mea-

surements of the RD time, determining absolute absorption in gas inside the cavity

requires accounting for self-losses:

α =
2πn

c

(
Λtot − Λself) , where Λself =

c

2πnl
· ((1−R) +X) . (1.9)

where Λtot is the total mode width FWHM, and Λself represents the width related to

the self-losses.

In this work for measurement of the 6th overtone of CO was used only CRDS technique

as it is much more sensitive to low absorption than CMWS. CMWS technique has

the advantage of a wider dynamic range of absorption measurement and was used in

a testing phase to estimate the nonlinearity of the detection system that is described

in chapter 2.4.
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CHAPTER 2

Experimental setup

Aside from the extremely low intensities of CO (7− 0) band transitions, another

practical challenge was the spectral range of the measurement. Crucial components

such as acousto-optic modulators (AOMs) and electro-optic modulators (EOMs) as

well as broadly tunable lasers were not as commonly available as for the telecom-

munication range (1200 − 1600 nm) where such weak lines were measured [47, 50].

The experimental group in Torun specialized in CRDS technique and has already

shown [51] the possibility to build a CRDS setup working in the visible range.

The measurement setup is a rebuilt version of the cavity ring-down spectrometer used

in Ref. [52] (and references therein). For this work, it required modifications in order

to measure extremely weak transitions. It was necessary to decrease the noise level

to improve the sensitivity of the measurement.

2.1. Absorption cell

The absorption cell is made from an 1/4 inch stainless steel tube with a bellow at

the center that is held by two angled plates having a thickness of 30 mm connected

with four invar rods 20 mm in diameter. The ring-down cavity (RDC) was rebuilt

to incorporate angled windows to reduce unwanted reflections from them. The cell is

placed inside a thermally insulated enclosure made from extruded polystyrene foam

with an acrylic sheet at the bottom and secured on the optical table with plastic

screws to minimize heat transfer. The thermal enclosure is not sealed hermetically

and has holes on both sides to pass through the laser beams. The temperature inside

is stabilized with six Peltier elements incorporated in the ceiling of the enclosure
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connected in series. They are placed in a row along the RDC and operate in a

heating or cooling regime when necessary. Aluminum radiators with fans on both

sides of Peltier elements allow for better heat transfer. Because of non-ideal thermal

insulation and different efficiency of Peltier elements due to manufacturing tolerances

a small natural temperature gradient can occur along the RDC.

Figure 2.1: Five pt100 temperature sensors are placed along the cavity for temper-
ature measurement. Three resistive heaters near resistance temperature detectorss
(RTDs) T1, T2, and T3 are used for active gradient equalization.

Four small fans inside the thermal insulation help to circulate the air inside to min-

imize the temperature gradient. Additionally, three small resistive heaters (one in

the center and two at the sides) are wrapped around the cell to actively equilibrate

the temperature gradient. Temperature measurement is done with pt100 RTD. Five

RTDs are equally spaced along the measurement cell and one reference Fluke type

5641 thermometer is placed close to one of them. Figure 2.1 shows the placement of

temperature sensors and heaters for the gradient equalization. Temperature stabiliza-

tion is implemented with a custom proportional–integral controller, programmed in

Labview, that stabilizes the central RTD (T2) to the set temperature by controlling

the current through the Peltier elements. Once the temperature is stable the active

gradient equalization begins: the program turns on two of three additional heaters

to bring the temperature of two coldest from three RTDs (the most left (T1), mid-
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dle (T2) and most right (T3)) to the temperature of the hottest one. Two RTDs are

added between the main three for monitoring the residual temperature gradient. Plot

2.2 shows typical variations of temperature of the RDC during 30 scans of P1 line

measurement at 100 Torr. Temperature oscillations correlate with room temperature

variation caused by air conditioning systems inside the laboratory.

left T1 left-middle center T2

right-middle right T3(PZT)

0 1 2 3 4 5 6 7 8 9 10
295.92

295.94

295.96
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296.
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Time, h

T
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Figure 2.2: Temperature recorded in the center of the cavity, at its sides and at
intermediate points for the measurement (30 scans) of P1 line at 100 Torr.

Calibration of RTDs against two factory-calibrated Fluke type 5641 thermometers

was done in our laboratory using a copper block inside a thermally insulated box.

The Fluke thermometers have 1 mK manufacturer-stated calibration uncertainty and

re-calibration after 4 years showed that the long-term drift is below 7 mK. The Peltier

element attached to the copper block allows to change the temperature. For calibra-

tion, each RTD together with two reference Fluke type 5641 thermistors is placed

inside an individual hole in the copper block. Resulted standard uncertainty of tem-
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perature reading is within 30 mK. Combining it with 18 mK standard uncertainty

of temperature gradient and stability observed during measurements gives 35 mK of

the total standard uncertainty of temperature stability in the RDC. The calibration

was checked again right after all the measurements of (7-0) overtone was done and

confirmed that it is still valid.

Pressure measurement was done with Wika CPG2500 pressure sensor from Mensor.

The manufacturer’s specified full range (900 Torr) accuracy was 0.08 ‰. After com-

parison with another factory-calibrated sensor of the same model, the total relative

uncertainty of pressure measurement was estimated to 0.13 ‰. This value accounts

for experimental conditions in the laboratory, including the temperature variation.

The cavity length of about 74 cm corresponds to free spectral range (FSR) of 203 MHz.

The RDC is formed by two spherical dielectric mirrors with double-wavelength coating

in a non-confocal configuration. One of the mirrors, mounted on a piezo transducer

(PZT)-actuated mount, is used for closed-loop control of the cavity length. The nom-

inal reflectivity of mirrors was 99.9988 % which corresponds to approximately 206 µs

of the RD time constant in empty cavity in the 698 − 690 nm range corresponding

to 6th overtone of CO and about 96 % at 1064 nm, corresponding to the reference

neodymium-doped yttrium aluminum garnet (Nd:YAG) laser, which is used for sta-

bilization of length of the RDC. The length stabilization system is discussed in more

detail below in chapter 2.2.

2.2. Optical setup

The cavity length is stabilized by locking the comb of its eigenfrequencies to the

Nd:YAG reference laser, whose frequency is locked to the frequency of the iodine

hyperfine line and has long-term stability better than 5 kHz. Fig. 2.3 shows the
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principal scheme of the setup, including the cavity length stabilization system.

λ = 1064 nm

λ=687-707 nm 

HMS

FPIWM
OFC

Figure 2.3: Schematic diagram of the spectrometer. ECDL − probe laser, Nd:YAG
− iodine stabilized reference laser, OFC − optical frequency comb, HMS − hydro-
gen maser standard, RDC − ring-down cavity, PZT − piezo transducer, AOMY,
AOMP, AOMOFC − acousto-optic modulators, EOM − electro-optic modulator,
DETY, DETPDH, DETL, DETP − photodetectors, WM − wavemeter, FPI − Fabry-
Perot interferometer, FI − Faraday isolator, FR − Faraday rotator, λ/2 and λ/4 −
half- and quarter-wave plates accordingly, P − linear polarizer, ADC − analog to
digital converter. Blue solid lines indicate Nd:YAG reference beam, red solid lines
indicate the probe laser beams, whereas dotted lines mark servo loops and electrical
signals.

The reference laser beam frequency is shifted by 2fAOM and modulated at a frequency

fmod = 50 kHz with a modulation depth of 2 MHz, which is carried out by a variable-

frequency AOM (AOMY, figure 2.3) configured in a double-pass arrangement. The

modulated reference beam is coupled to the RDC and the transmission signal is de-

tected by New-Focus (Model 2053) photo-detector (DETY, figure 2.3). The lock-in

amplifier provides the required derivative of the transmission signal after its demod-
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ulation with a time constant of 1 ms, which is much longer than 1/fmod. It then

serves as an error signal that is passed to the proportional–integral controller (PI),

connected to the driver for the piezo transducer. The alterations of AOM modulation

frequency fAOM change both the frequency and the direction of the reference beam.

Therefore, a single-pass setup would make it impossible to maintain beam alignment

into the RDC when the reference laser frequency is altered. The optical scheme of

AOM double-pass configuration is shown in figure 2.3. The linearly polarized Nd:YAG

laser beam passes through a polarizing beam splitter (PBS) and quater wave plate

(QWP) (λ/4) that converts it to circularly polarized light. Subsequently, it is focused

inside the AOM crystal that operates near the Bragg condition to ensure that most

of the power is diffracted into the first-order component and reflected back by the

spherical mirror. The distance between the AOM and the spherical mirror is equal

to the radius of curvature of the mirror. The second pass through both the AOM

and QWP makes a linearly polarized beam that gets diffracted into the first-order

beam that propagates in the same direction as the incident one but has a polarization

plane perpendicular to that of the incident beam and they get separated by PBS. This

scheme outputs the reference beam shifted by 2fAOM with the direction independent

of fAOM. Alternating the fAOM thus frequency of the reference beam allows to tune

the cavity length if this change is made slow enough that the lock is able to follow

it. Changing the cavity length allows to translate cavity mode frequencies, and thus

reduces the measurement step below the FSR, similarly as in Ref. [53]. The region

near the line center (about 3 FWHM of the absorption line width) was measured

with a frequency step of about 50 MHz, while line wings were recorded with one FSR

frequency step.

The radiation source for the visible range was an external cavity diode laser (ECDL)
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(Toptica DL Pro) from Toptica Photonics with a wavelength range from 687 to

707 nm. The laser beam was divided into several beams. Two main beams with

orthogonal polarisations were coupled to the RDC. One of them was used to lock the

laser frequency to the frequency of cavity mode (locking beam) with Pound-Drever-

Hall (PDH) technique [54, 55]. This also allows us to actively narrow the probe laser

line width from about 100 kHz to two orders of magnitude lower than the one of the

RDC. The PDH technique is described in detail in the paper [56] and the application

of the PDH technique to a CRDS system was also explained in Ref. [57].

The use of the EOM driven by Ω = 20 MHz radio frequency (RF) signal for phase

modulation of the lock beam creates side bands on combination frequencies required

for PDH locking. The amplitude of the EOM modulation is chosen so that only

the first order pair of anti-phase sidebands are generated with a sideband-to-carrier

intensity ratio of about 1:10. A linearly polarized locking beam passes through the

EOM, a PBS, and a Faraday rotator (FR) before being directed into the RDC. The

radiation reflected from the front cavity mirror consists of light from the two sidebands

(which are totally reflected from the cavity) and a fraction of the incident light at

the optical carrier frequency. This radiation propagates back through the FR and is

directed to the 125 MHz bandwidth photoreceiver (New Focus, Model: 1801) denoted

in figure 2.3 as DETPDH to create a beat note with the beam leaking from the cavity

giving, after demodulation, a sharp error signal for the frequency stabilization of the

ECDL. This error signal filtered by fast proportional–integral-derivative controller

(PID) (Toptica FALC) controls the laser diode current to stabilize its frequency to

the central frequency of RDC mode.

The second beam was used as the probing beam for the spectroscopic measurement.

Inside the cavity, it has polarisation orthogonal to the locking beam and also frequency
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shifted by one FSR by means of AOM, marked AOMP on the figure 2.3. The AOMP

has a tuning range that allows it to shift the frequency of the probe beam over the

entire range of the cavity mode. This enables the measurement of the position of the

mode and fine-tuning of the probe beam frequency to achieve maximal transmission

through the cavity. It also allows for measurement of the mode width for the CMWS

technique. Precise tuning of the probe beam to the center of the cavity resonance,

and sufficiently high extinction ratio of its power (significantly more than 58 dB,

although the exact value is too high to be measured), ensures that the determination

of the time constant required for calculating sample absorption is not affected by any

systematic errors that may arise from interference between incompletely switched-off

pumping beam and the decaying beam inside the RDC [58].

The experimental setup incorporates additional beams. One beam facilitates the

monitoring of single-mode laser operation via a Fabry-Pérot interferometer (FPI).

It was used to check the single-mode operation of the laser in the required spectral

range before each measurement. It is required to maintain the single-mode operation

of the laser because otherwise PDH locking of the laser’s frequency would be lost

or the laser would lock on the wrong frequency. Another beam was used for rough

optical frequency measurements, using a wavemeter (WM) to ascertain the comb

tooth number.

In the course of preparations for the measurements described in this thesis, crucial

optical elements such as lenses that couple laser beams to the RDC were mounted on

shorter, more sturdy posts as well as the cavity itself brought down − closer to the

optical table to increase mechanical stability.
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2.3. Frequency measurement

To obtain precise optical frequency measurements across a given spectrum, an opti-

cal beat note is generated between the probe laser beam and the optical frequency

comb (OFC). The laser beam’s frequency is deliberately shifted using a AOMOFC in

double-pass configuration to match the beat note detection system’s bandwidth. The

frequency of the laser νL is calculated by:

νL = f0 +m · frep + fbeat − 2 · fAOMOFC , (2.1)

where f0 is the carrier-envelope offset frequency of the OFC, frep is it’s the repetition

frequency, fbeat is the frequency of the beat note between m-th tooth of the OFC

and frequency of the laser shifted by 2 fAOMOFC , which is modulation frequency of

the AOMOFC (figure 2.3), and m in the comb tooth number that is calculated from

rough measurement of νL with the wavemeter (WM, figure 2.3):

d = Round
(
νWM ∓ f0 ∓ fbeat

frep

)
, (2.2)

where νWM is the laser frequency measured with wavemeter. The accuracy of the

wavemeter of about 60 MHz was sufficient because the distance between consecutive

teeth of the OFC frep was approximately 250 MHz. The spectrometer’s frequency

counters, signal generators (including AOM drivers), and OFC are synchronized to

a 10 MHz RF signal [59] that originates from a hydrogen maser [60]. This signal

acts as a reference point to Coordinated Universal Time (UTC) and is transmitted to

our laboratory through a fiber link [61, 62] from the Astro-Geodynamic Observatory

(AOS) in Borowiec, Poland. The 10 MHz signal has stability of 2·10−13 at 1 s [59].
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2.4. Tests of the ring-down time measurements

Before the measurement, the setup was subjected to extensive tests of the performance

of all key elements most important of which are: tests on probe beam extinction ratio

by AOM, EOM modulation performance, beat note between the probe laser and

OFC stability observations and linearity of the detection system including detector

and the analog to digital converter (ADC) board. The nonlinearity of the detection

system was estimated based on a comparison between measurements with CRDS

and CMWS techniques of oxygen lines reported in Ref. [63]. It was found with

simulations that the most common types of nonlinearities affect the line intensity

determined with those two techniques in the opposite way. The simulated decay of the

ring-down or cavity mode shape was modified by multiplying it with either function

w1(U) = 1−a·U/Umax or w2(U) = (U/Umax)
a. In both functions, U represents the

measured signal, Umax denotes its amplitude, and the a parameter quantifies the level

of nonlinearity of the light intensity detection system. By comparing the results

of obtained line intensities of oxygen lines with CRDS and CMWS techniques the

maximal value of possible nonlinearity of the detection system was estimated to be

0.0035 and the maximal relative error on the line intensity due to this nonlinearity

has the same value.

The raw signal from the detector needs to be trimmed by tstart at the start and by

tend at the end of acquisition before approximating it with the exponential function

1.4. It is done to minimize the effect of any transitional processes, for example from

finite probe beam switch-off time, before tstart and to discard part after tend, where

there is effectively no signal. Figure 2.4 shows the RD signal measured with the probe

detector (DETP) after switching off the probe beam pumping of the RDC. The sharp

structures in the fit residuals, visible on the figure 2.4 at 250 µs and below, are caused
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Figure 2.4: Top panel: Signal from the probe beam detector (DETP) plotted against
time shows the process of decaying intensity of the light leaking from the RDC.
Bottom panel: Residuals of approximation of signal above by exponential function
(equation (1.4)). The red color indicates the region that was chosen for τRD deter-
mination in CO measurements, while data marked in grey color were omitted during
approximation.

by the automatic switching of measurement range done by the measurement board.

The values of tstart and tend were chosen empirically to minimize the sensitivity of the

determined value of τRD to the changes of tstart and tend. Figure 2.5 shows how the τRD

depends on these parameters. Using values of tstart below 30 µs or tend below 1500 µs

Figure 2.5: Dependency of determined τRD on the tstart − on the right plot and
on tend − on the left. Vertical red dashed lines show values that were used for the
measurements of CO lines.

causes big variability of the determined τRD. For the measurement of 6th overtone

31



lines of CO values for the tstart and tend were chosen 40 µs and 2000 µs respectively,

as indicated by red dashed lines in fugure 2.5. For the tstart = 40µs, values of τRD,

determined with all tend except the two smallest values of 750 and 1000 µs had the

same values with a maximal relative difference of less than 0.01 ‰. For chosen tend

of 2000 µs, the maximal relative difference of the τRD is more than 0.3 ‰ for the tstart

from 5 to 150 µs and is reduced to less than 0.03 ‰ for the tstart from 30 to 75 µs.

From this set of tests, I concluded that for relatively large τRD (as in the case of this

work) to correctly determine τRD one should omit part of the decaying signal much

less than τRD (in the case of this work from 4 to 5.5 times) and record signal for much

longer than τRD (in case of this work approximately 10 times).

The modified Allan variance analysis was done to determine an optimal number of RD

time constant τRD measurements at each frequency. Figure 2.6 shows the dependency

of Allan variance of τRD on the number of measurements with three different sampling

rates of individual RD decay records. The sampling rate indicated on the figure’s

legend, is measured in Megasamples (1 million samples) per second (MS/s). Even

though at 1000 records of RD decay the deviation of determined τRD is not reaching

the minimum, this number of records was chosen for the measurements settings to

not extend spectra acquisition time.

The performance of the system was confirmed by significantly increased, compared

to previous studies, spectra SNR that allowed simultaneous observation of speed

dependence and Dicke narrowing in the study of self-perturbed lines of oxygen B-

band [63], that was done before carbon monoxide measurements.
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Figure 2.6: The modified Allan variance plots for different sampling rates of mea-
surement. An average of three measurements for each sampling rate is shown. Red
dots show the result for the sampling rate of 0.5 MS/s of individual RD decay mea-
surement, green − for 1 MS/s and blue − for 2 MS/s. The vertical dashed red line
indicates the number of RD signals averaged at each frequency.
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CHAPTER 3

Analysis of experimental data

3.1. Line profile

The simplest way to quantitatively represent the spectrum of the gas is by its spec-

trum diagram. A spectrum diagram is a list of delta functions at the frequencies of

allowed transitions of the molecules. The amplitudes of those delta functions repre-

sent the integrated line intensities normalized to the number of molecules S or line

intensity for short, and as well as transition frequencies they are determined only by

the properties of individual molecules. In atmospheric applications, broadband spec-

tra are represented as a sum of resonant lines on top of the continuum absorption

− excessive empirical absorption that cannot be explained by the sum of observed

lines [64–67], having their shape determined by Doppler broadening and collisional

perturbations. Continuum absorption includes bimolecular absorption, but the exact

contribution of all its components remains unknown (Ref. [68] and references therein).

Bimolecular absorption can be divided into three components: free pairs, metastable

(quasi-bound), and stable (bound) dimers [69]. The contributions of these parts to

bimolecular absorption can differ greatly for different molecular systems and thermo-

dynamic parameters [70, 71]. Also included in the continuum is a part of the resonant

absorption associated with the far wings of the lines. The behavior of the resonance

line wings at distances from the center much greater than the characteristic line width

is still unknown, and all current line profiles are valid only near their center [72, 73].

The resonant part of the absorption is modeled as a spectrum diagram to which the
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shape of individual lines is applied:

α(ν) =
∑
k

N · Sk · I(ν, ν0,k), (3.1)

where α is the absorption coefficien at frequency ν, N is the number of molecules, I

is the function describing the shape of the line normalized to unity, ν0,k is the central

frequency of the kth line and Sk is its intensity. The choice of the exact shape of the

lines depends on the conditions of observation.

The simplest line profile commonly used in molecular spectroscopy is the convolution

of the Lorentzian and Gaussian functions that is called Voight profile (VP), IVP. It

combines two physical effects that cause the broadening of the line: collisional and

Doppler broadening in their simplest approximations. Collisional broadening is re-

lated to the decrease of the lifetime of the molecular level resonant with the field

due to state-changing collisions. According to the time–energy uncertainty relation

∆E ·∆t ≥ h̄
2
, where h̄ is the reduced Planck constant, derived from Heisenberg’s un-

certainty principle, the finite lifetime of the level will lead to the non-zero uncertainty

of the energy of the corresponding level. Additionally, phase-changing collisions,

that do not change the state of the molecule, but perturb the phase of oscillation

(emitted radiation), cause in general both a broadening and a shift of the radiation

spectrum. The corresponding shape of the line profile is described by the Lorentzian

function [74]. Doppler broadening is related to the fact that in the thermodynamic

equilibrium, molecules move in all directions with velocities described by the Maxwell-

Boltzmann distribution. The velocity distribution is given by:

fMB =

(
M

2πkBT

) 3
2

exp
(
−Mυ2

2kBT

)
, (3.2)
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where M is the molecular mass of the gas, T is the temperature in Kelvin, kB is

Boltzmann constant and υ is the speed of the molecule. This means that at non-zero

detuning from the transition frequency of the electromagnetic field in the gas, there

will be molecules that have a projection of the velocity on the direction of radiation

propagation such that the corresponding Doppler shift will cancel detuning, and they

will sense radiation at transition frequency. Line width related to the Doppler effect

can be calculated using following equation:

ΓD = 2
√

2 · ln(2) · ν0

c

√
kBT

M
, (3.3)

where ΓD is the Doppler line width FWHM in hertz, ν0 is the transition frequency in

hertz. Profile corresponding to the Doppler broadening with accuracy to normaliza-

tion factor is described by Gaussian profile [74].

Voigt profile is the real part of the complex Voigt profile

IVP(ν) = Re(IVP(ν)), (3.4)

that can be written as follows:

IVP(ν) =
1

π

∫
fMB(υ⃗)

Γ− i[ν − ν0 −∆− k⃗
2π
· υ⃗]

dυ⃗, (3.5)

where Γ is collisional width, ν0 is unperturbed transition frequency, ∆ is collisional

shift, k⃗ is the wave vector of the emitted radiation (k = 2πν0/c, c is the speed of

light). As it has been said VP can be represented by the convolution of Lorentzian

and Gaussian profiles (see Appendix A.2) thus, these two mechanisms - collisional

broadening and Doppler one are considered acting independently, which is an ap-
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proximation having significant limitations.

It is worth noting that even for a single stationary molecule when there are no colli-

sions and Doppler effect, the shape of the line will not be a delta function. The line

will have its natural line width related to the finite lifetime of the levels due to spon-

taneous emission. As with collisional broadening the corresponding line shape will be

Lorentzian function with FWHM ΓN proportional to the Einstein coefficient for the

spontaneous emission Aab. For the case of this work the natural width of the line will

be neglected because according to the data on Aab in high-resolution transmission

molecular absorption database (HITRAN) [45] for the transitions of the (7− 0) band

of CO natural line width is on the level of 10−8 Hz, whereas in the measurement

conditions, the Doppler width is about 1 GHz and the collisional broadening varies

between 0.25 and 6 GHz.

It is obvious that the frequency of collisions depends on molecule speed. This means

that collisional broadening and shifting coefficients will have speed dependence (SD),

too. To determine the mean rate of collisions, one should average its distribution func-

tion over the distribution of speeds of molecules which we consider to be Maxwellian.

G0 =

∫
G(υ)fMB(υ)dυ, (3.6)

where G is either collisional broadening Γ or shift ∆. The functional form of broaden-

ing and shift − G(υ) (assuming that the long-range wing of the interaction potential

is a power function) can be approximated [75] by quadratic functions as:

Γ(υ) = Γ0 + Γ2

(
z2 − 3

2

)
,

∆(υ) = ∆0 +∆2

(
z2 − 3

2

)
,

(3.7)

37



where Γ2 and ∆2 are empirical parameters describing the SD of the thermally aver-

aged over the Maxwellian distribution collisional width Γ0 and collisional shift ∆0,

respectively and z is reduced absorber velocity:

z =

(
υ

υm

)
(3.8)

where υm =
√
2kBT/M is the most probable velocity of the molecule with the mass

m. Alternatively, equations (3.7) can be rewritten as:

Γ(υ) = Γ0 · BW(z), BW(z) = 1 + aW

(
z2 − 3

2

)
,

∆(υ) = ∆0 · BS(z), BS(z) = 1 + aS

(
z2 − 3

2

)
,

(3.9)

where aW = Γ2/Γ0 and aS = ∆2/∆0 are dimensionless parameters describing speed

dependence of Γ0 and ∆0 respectively. The complex speed-dependent Voigt profile

with quadratic approximation of speed dependence (qSDVP) [76] is expressed by:

IqSDVP(ν) =
1

π

∫
fMB(υ⃗)

Γ(υ)− i[ν − ν0 −∆(υ)− k⃗
2π
· υ⃗]

dυ⃗, (3.10)

So far, I have considered collisions that change the state of the molecule. However,

during some of the collisions, a molecule can change only its velocity, staying on

the same molecular level. The change of molecule’s velocity direction during these

collisions will statistically reduce velocity projection on the direction of radiation

propagation. A decrease in the velocity will decrease the Doppler effect, effectively

narrowing the line. This effect is called the effect of Dickie narrowing (DN) by the

name of its discoverer [77]. The parameter describing this effect is the frequency

of optical collisions, νopt. Its upper limit can be estimated from the mass diffusion
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coefficient [78–81] as such:

νdif =
kBT

MD
, (3.11)

where D − mass diffusion coefficient. For CO molecule D = 0.192 cm2/s is calculated

using first-order approximation [82]. When modeling line shapes with DN, different

models of velocity-changing collisions can be used. The soft collision model assumes

that individual velocity-changing collisions are negligible but collectively are signif-

icant, and the emitter motion can be described in terms of the theory of Brownian

motion as a stochastic process. This model was first studied by Galatry in 1961 [83]

thus corresponding profile was named Galatry profile (GP). Another approach is the

hard collision model, when the velocity of the molecule after the collision is depen-

dent only on the last collision. In other words, the molecule forgets its velocity after

each collision. This approach was first described by Nelkin and Ghatak [84] in 1964,

yielding a Nelkin-Ghatak profile (NGP) that is sometimes referred to as Rautian pro-

file [78]. The speed-dependent Nelkin-Ghatak profile with quadratic approximation

of speed dependence (qSDNGP) can be written as follows:

IqSDNGP(ν) =
I∗qSDVP(ν)

1− π · Vopt · I∗qSDVP(ν)
, (3.12)

where I∗qSDVP(ν) is profile IqSDVP(ν) from equation (3.10) in which the width Γ(υ) is

replaced by the sum Γ(υ) + Vopt (this change is designated by an asterisk).

I should mention that DN affects only the Doppler width of the line, thus this effect

will have more significance at relatively low pressures when the collisional width is

less or about the Doppler one. In these conditions, both SD of pressure broadening

and DN affect the line shape similarly - as a narrowing of the profile, and it is difficult

to distinguish between them, even at high SNR.
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Table 3.1: Parameters and limiting cases of HTP for the profiles used in this work.

Profile Line shape parameters Limits of HTP
qSDNGP ΓD, Γ0,∆0, aW, aS, Vopt η = 0
qSDVP ΓD, Γ0, ∆0, aW, aS η = Vopt = 0
VP ΓD, Γ0, ∆0 η = Vopt = aW = aS = 0

All aforementioned profiles are derived from the assumption that both, state or phase-

changing and velocity-changing types of collisions are not correlated. However, if

we consider that some collisions can change both the internal state of the molecule

and its velocity, then these two processes can no longer be treated as uncorrelated.

It will require us to include in the model the parameter η that would determine

the level of correlation between phase and velocity-changing collisions. One of such

models is Hartmann-Tran profile (HTP) [85]. This profile accounts for the speed

dependence of pressure broadening and shift in quadratic approximation and Dickie

narrowing effect. It uses the hard collision model for velocity-changing collisions and

accounts for the correlation between phase and velocity-changing collisions. HTP

was recommended by International Union of Pure and Applied Chemistry (IUPAC)

as a profile going beyond the VP [86]. Even though it is a model line profile and

thus it approximates the line shape, it was shown that HTP can model the line

shape in a broad range of conditions with accuracy not worse than 0.1% of the peak

absorption [87]. It is presently recommended that line parameters stored in the new-

generation spectroscopic databases are compatible with the HTP. All profiles used in

this work (VP, qSDVP, qSDNGP) are the limiting cases of HTP and can be derived

from it by putting certain parameters to zero. Table 3.1 lists parameters and limiting

cases of HTP for the profiles used in this work.

All aforementioned effects were described for isolated lines. Lastly, we consider an-

other line shape effect that can affect only collisionally interacting (mixed) transitions.
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If the molecule, due to collisions, can transit from the states of one transition to the

states of the other, these two transitions can no longer be treated as independent.

Molecules that undergo one transition will affect the population of levels of the sec-

ond transition, directly affecting the intensity of the corresponding line. This effect is

called line mixing [88], and it shows up on the spectra as a dragging of intensities to

the frequency of the center of mass of mixed transitions and as additional line profile

asymmetry, and the latter effect is easier to observe on the single line spectra. Line

mixing is commonly included in the line-shape profile with the first-order [89] (linear

on pressure) line-mixing coefficient Y and can be added in the same way to any of

the profiles described in this work:

ILM(ν) = Re ((1− iY )I(ν)) , (3.13)

where I(ν) − is the complex line profile. The speed dependence of the line-mixing

can be described in the same way as in equation (3.7) for collisional broadening Γ

and shift ∆.

Pressure dependence of line parameters used in this work is as follows: the unper-

turbed line position ν0 is constant while A, Γ0, ∆0, Γ2, ∆2, Vopt and Y are assumed to

vary linearly with concentration, which assuming ideal gas approximation at constant

temperature is proportional to the pressure:

A(P ) = S · P

Γ0,2(P ) = γ0,2 · P,

∆0,2(P ) = δ0,2 · P,

Vopt(P ) = νopt · P,

Y (P ) = y · P.

(3.14)
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Here A is the line area, γ and δ − are coefficients of self-broadening and self-shift,

respectively, νopt − is pressure-independent coefficient of frequency of optical collisions

Vopt, y − is pressure-independent coefficient of the line mixing parameter Y and P

is the pressure of the gas. It means that line mixing is treated in the first-order

approximation [89]. The ΓD, aW and aS parameters are pressure independent.

The temperature dependence of line intensity is described [90] by:

S(T ) = S(Tref)
Q(Tref) · exp(−hcE ′′/kBT )

Q(T ) · exp(−hcE ′′/kBTref)
· 1− exp(−hν0/kBT )

1− exp(−hν0/kBTref)
(3.15)

where E ′′ is the transition lower state energy and Q(T ) the total partition sum,

both of which are available in the HITRAN database [45], and Tref is the reference

temperature. The consensus of the temperature dependence of other line parameters

is not yet reached except for the pressure broadening Γ0, for which the power law

(equation (3.16)) has been adopted [85]. For the parameters Γ2, ∆0 and ∆2 we

assume the same function of temperature dependence:

Γ0,2(T ) = Γ0,2(Tref) ·
(
Tref

T

)ηγ

,

∆0,2(T ) = ∆0,2(Tref) ·
(
Tref

T

)ηδ

.

(3.16)

where ηγ and ηδ are temperature-dependence parameters for Γ0,2 and ∆0,2 respectively.

Central line frequency νc at given pressure is described by:

νc = ν0 +∆, (3.17)

where ν0 is unperturbed transition frequency (extrapolated to zero pressure).
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3.2. Methods of experimental data analysis

Values of spectroscopic parameters retrieved from the experiment are obtained by

multi-dimensional optimization made with the Levenberg-Marquardt algorithm [91].

The choice of line profile depends on the conditions of the experiment and the SNR

of the data. Considering the relatively large amount of floating parameters and their

cross-correlation for most advanced line profiles, requirements for the data to be

successfully used with such profiles include not only a high level of the SNR but also

a large range of pressures, ideally, such that the ratio of the collisional and Doppler

width would span from Γ0/ΓD ≪ 1 to Γ0/ΓD ≫ 1.

Another important aspect of data analysis when using profiles with a high corre-

lation of parameters is using a “multispectrum” fitting procedure [92–94] when all

individual spectra are fitted simultaneously with the considered pressure dependence

of parameters. Contrary to the “pressure-by-pressure” fitting when for each pressure,

all pressure-dependent parameters are fitted individually and then approximated by

corresponding pressure dependence (equation (3.14)).

Additionally, I will distinguish two approaches for multispectrum fitting. In the first

that I will refer to as the individual line area approach, the line areas A (equation

(3.14)) are fitted as individual parameters for each pressure. In the second approach,

line area pressure dependency is assumed to be a linear function with zero-crossing

at zero pressure. The second approach is considered to be more reliable because the

expected dependency included in the model reduces the freedom of the fit and the

correlation between the adjustable parameters, while the first one has the benefit of

analysis of potential deviations of line area from a linear dependency. These deviations

in general can be a test of the validity of the used line shape model or they could
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be manifestations of the non-impact effects [95, 96]. In high-SNR conditions (above

1000) individual multispectrum fit is preferable, as it allows to account for potential

nonlinearity of the pressure gauge [52, 63].

For quantification of the quality of the spectra approximation, the quality-of-the-fit

factor (QF) is used [97, 98]. It is the ratio of maximal absorption of the gas in the

measured spectra to the standard deviation of fit residuals and for single spectra

fitting it is given by the following expression:

QF =
Maxiαline(νi)

SDF
, (3.18)

where αline(νi,j) is the absorption coefficient, simulated with fitted line profile without

the baseline at the i-th frequency point of the spectra, and SDF is the standard

deviation of fit residuals, calculated in the following way:

SDF =

√∑W
i αexp(νi)− αfit(νi)

W − r
, (3.19)

where αexp and αfit are values of the absorption coefficients measured in the experi-

ment and calculated with the fitted profile, W is the total number of experimental

points, and r is the number of fitted parameters in the model. For multispectrum fit,

the quality-of-the-fit factor equal to the ratio of maximal absorption to the standard

deviation of fit residuals across all pressures and is given by the following expression:

QFmulti =
MaxjMaxiαline(νi,j)

SDFmulti
, (3.20)

where index j represents spectra measured at different pressures and SDFmulti is the
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standard deviation of the combined spectra fit, calculated in the following way:

SDFmulti =

√√√√∑M
j

∑Wj

i αexp(νi,j)− αfit(νi,j)∑M
j (Wj)− rmulti

, (3.21)

where M is the number of pressures and rmulti is the number of fitted parameters in

the multispectrum model.

3.3. Apparatus function

As discussed in chapter 1, raw experimental spectra consist of two parts: one rep-

resenting losses in the cavity due to absorption in gas and the other representing

self-losses (baseline). In theory, the self-losses can be measured with the cavity filled

with non-absorbing gas. It would require repeating the conditions of the first mea-

surement precisely, which in practice is a very challenging task. The alternative

solution is to account for the self-losses mathematically by including the model of the

baseline in the fitting profile. This can be done if the absorption line is sufficiently

well modeled and an appropriate model for the baseline is chosen.

The common approach for modeling baseline is to use a polynomial function to ac-

count for the broadband, compared to the line width, variations of the self-losses,

which in the case of cavity-based spectroscopic techniques would be caused by the

frequency dependence of mirrors reflectivity. Another components common for spec-

troscopy with optical resonator are etalon fringes [99]. Parasitic reflections of the light

from external elements back to the ring-down cavity create unwanted interference,

which appears on the spectra as a slow sinusoidal variation of the base losses [100].

Minimizing this effect to improve the detection limit of the setup is commonly done

by utilizing wedged ring-down mirrors, tilted optics, and anti-reflective coatings on

every optical interface. In the present work, also the Faraday isolator is placed in the
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probe beam in front of the cavity, shown in figure 2.3, is used to reduce the etaloning

effect. Nevertheless, in the setup used in this work etalons appear on the spectra and

should be accounted for. The etalon effect is described by the Airy function, but for

very low finesse it can be well modeled with the sine (or cosine) function as such:

Et(f) = C · sin
(
2π

f

ρ
+ ϕ

)
, (3.22)

where C, ρ, and ϕ are floating parameters representing amplitude, period, and the

phase of the etalon.
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CHAPTER 4

Measurements and results

This chapter presents the results of the first measurements of (7− 0) absorption band

of CO. Measured lines are indicated in red in the figure 4.1 that shows the spectrum

diagram of (7− 0) band according to the HITRAN2020 database [45]. The lines were
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Figure 4.1: Stick-diagram of (7− 0) band of the main isotopologue of carbon monox-
ide according to the HITRAN2020. Corored in red are the lines that were measured
in this work.

chosen to cover a broad range of J ′′ numbers. Some of the relatively strong lines were

omitted due to proximity to the strong water or oxygen lines, as both these gases

were present in the absorption cell in residual amounts. Most of the lines from the

R branch were not measured because they would overlap at high pressures, which

would complicate the analysis and decrease the accuracy of retrieved line parameters.

In total 14 lines were studied using a high-purity carbon monoxide sample at natural

isotopic abundance from Linde Gas with stated purity of 99.997%. The temperature
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of the gas was actively stabilized at 296.000(35) K. Each line was measured at five

pressures. Stronger lines (P13, P12, P11, P10, P9, P8, P7, P4, R4 and R6) were

measured in the rage from 50 Torr (6.7 kPa) to Torr 750 (100 kPa), while weaker

ones (P19, P16, P1, and R0) from 100 Torr (13.3 kPa) to 800 Torr (106.7 kPa). Each

spectrum was about 30 GHz wide even for the measurements at the lowest pressures.

This was done to record and properly analyze the spectra baseline, and especially to

cover full period of each of etalons present in the baseline, see chapter 4.3 for more

details. From 14 to 88 scans in forward and backward directions depending on the

absorption (typically 20) were averaged for each pressure. The experimental spectra

were analyzed using several well-known limits of the HTP [85] in particular the VP,

qSDVP, and qSDNGP. For the analysis of experimental data, linear and individual

approaches of multispectral analysis were used, described in chapter 3.2. Some spectra

contain lines of water and oxygen, which are present in the system in residual amounts.

Blended lines were assigned usind HITRAN2020 database to calculate the Doppler

width. The H2O and O2 lines were approximated by the Voigt profile with the line

area, line center, and line width fitted individually for each pressure since their content

in the sample could change significantly due to adsorption/desorption processes from

the internal surfaces of the vacuum system.

Due to very low line intensities, the absorption coefficient in the line peaks has relative

magnitudes of only 0.07 % to 0.6 % of the spectrum baseline that represents losses

that are not related to absorption in the gas. The range of measured absorption is

shown in figure 4.2 that plots the average spectra of the weakest line measured in this

work - P19 at the lowest pressure of 100 Torr and one of the strongest lines − P8 at the

highest pressure of 750 Torr. Measured absorption, shown in the plots, corresponds

to the change of RD time constant from 161.83 µs in the baseline to 160.99 µs in the
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Figure 4.2: Left plot: average spectra of P19 line at 100 Torr. Right plot: average
spectra of P8 line at 750 Torr. The horizontal axis is the frequency detuning (∆ν =
ν − ν0) from the unperturbed line position.

peak absorption for P8 line at 750 Torr. The difference between absorption in the

line center and line wing after removing baseline for P19 at 100 Torr corresponds to

0.15 µs difference in RD time constant while the amplitude of baseline itself is about

0.5 µs. The average value of τRD corresponding to the case of the empty cavity is

approximately 220 µs. The large difference of values of τRD for different pressures is

due to the geometrical changes of alignment of the probe beam caused by unbalanced

mechanical stresses induced by the pressure difference of the gas inside and outside

the absorption cell.

4.1. Line profile

The final analysis of experimental data was done by using qSDVP as it gave the

best results in terms of reliability of determined line-shape parameters. To get to this

conclusion a comparison of qSDVP with the results of VP and qSDNGP fits was made.

The examination of spectra utilizing a simple Voigt profile, with an individual line area

approach and neglecting speed-dependent effects (aW and aS = 0), demonstrated a

nonlinear dependence of line area on pressure for certain lines. Figure 4.3 displays this

result. With the exception of line R6, this effect was observed primarily for lines with
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relatively high intensity. The type A uncertainties for VP are significantly smaller

than for qSDVP because there are fewer parameters and therefore less correlations

between them. Regardless, employing VP would have caused the determined line

intensity to depend on the pressure range of the measurement which is not expected

at this level in this pressure range. Analyzing measurements with VP in the pressure

range of the two lowest pressures would overestimate line intensities on average by

4.5 % while in the pressure range of the two highest pressures would underestimate

line intensities on average by 0.5 %. The systematic nonlinear behavior of line area

over pressure indicated that a more advanced line profile was required for this data,

despite of relatively low SNR of the single pressure spectra, which was roughly 300

for the strongest transitions.

Figure 4.3: Residuals of line area linear approximation versus pressure for VP (left
plot) and qSDVP (right plot) for lines indicated in the figure legend. The values of
the line areas were obtained from the multispectrum fit using the individual line area
approach described in chapter 3.2. Error intervals show type A standard uncertainty.

Comparing the qSDNGP fits with qSDVP revealed that the use of qSDVP is sufficient

for this experimental data. The use of the more physically accurate qSDNG profile,

which considers the frequency of velocity-changing collisions (i.e., Dickie narrowing

effect), resulted in inferior results. This is due to the correlation between aW, which

is responsible for line narrowing due to speed dependence, and νopt, which is respon-
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sible for line narrowing due to velocity-changing collisions. Figure 4.4 illustrates this

correlation by plotting these parameters for considered lines. For qSDNGP results

marked with blue dots (•) it is clearly visible that lines for which the values of νopt

deviate from the average value, that is close to 0, have values of aW deviate from its

average, which is approximately 0.1, in opposite direction. Fitting with qSDVP (■)

(effectively fixing νopt to 0) gives more consistent results for aW across different lines.

Though it is possible to have m-dependence for aW values, dependencies obtained

with qSDNGP analysis are not typical and it is unlikely that they are true.

Figure 4.4: Plots of νopt (left) and aW (right) values from fits using linear line
area multispectrum approach with qSDNGP marked with blue dots (•) and qSDVP
marked with green squares (■). Uncertainty intervals show only type A standard
uncertainty. Red line shows the value of Vdiff from equation (3.11), recalculated to
the units of cm−1/atm.

4.2. Baseline

At least two etalons on the baseline of the spectra were observed with periods of about

26 GHz and 17 GHz and amplitudes comparable to that of the line at low pressures.

These etalons were formed by parasitic reflections from cavity mirrors and windows

located inside a temperature-stabilized enclosure.

Furthermore, we noticed a quasi-periodic signal, that in this thesis will be referred to

as the third etalon, with a period of 2.5 GHz that covered only part of the spectrum.
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Figure 4.5: Dots on the top panel show the combined spectrum of cavity self-losses
measured at four pressures with nitrogen. Solid lines show the approximation of
the data without taking into account the third etalon. The bottom panel shows the
residuals of the approximation.

The half-period of 1.3 GHz was close to the line width at low pressures, which raised

concerns about the fit quality and systematic uncertainty of fitted line parameters.

This quasi-etalon spectrum could be due to several interfering etalons with different

periods. This assumption can be supported by measurements that were made after

the measurements of CO lines in a close frequency range, with mirrors with lower

reflectivity R of approximately 99.98%, in pure nitrogen. Figure 4.5 shows baseline

measurements over a wider frequency range at three pressures of N2 (50, 100, and

150 Torr) and a vacuum. The spectra at each pressure are composed of two separate

records with a width of ∼35 GHz (limited by the characteristics of the laser), each of

which is averaged over four individual scans. The amplitude modulation of the third

etalon is clearly visible, confirming the assumption about its origin. The third etalon

was formed by one of the cavity mirrors and elements outside the thermal enclosure,

which led to changes in its parameters, mainly the phase, during measurements of CO,

which lasted typically nine hours per pressure. This behavior can also be observed

on the bottom panel of figure 4.5, where the residuals of the approximation of the
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spectra without taking into account the third etalon are shown. In the CO data

analysis, the third etalon was approximated with a function that consists of a sine

function and envelope that was chosen empirically to better fit the experimental data.

The envelope was made from a half-period-part of cosine function between zeros and

equal to zero elsewhere. This function is characterized by its effective width and

position. This form was chosen from considerations of possible beat note of two

etalons with equal amplitudes and the difference between periods of 2.6 GHz. This

would explain the amplitude modulation of 2.6 GHz etalon, but it would create similar

increasing and decreasing oscillations after the envelope reaches 0, which most of the

time was not observed on the spectra. This effect can be explained as an artifact

of averaging many scans over one pressure measurement that lasted up to 40 hours

(typically 9 hours) during which the frequency and especially the phase of the third

etalon changed noticeably.

Averaged spectra at different pressures with corresponding etalons in the baseline and

fit residuals on the example of the P10 line are shown in figure 4.6.

4.3. Uncertainty

Systematic deviations should not be normally distributed, so for lack of a better

assumption, it is recommended [101] to assume a rectangular distribution, for which

the standard deviation is equal to maximum deviation divided by
√
3. To assess

systematic uncertainties in the line intensity, the maximal difference of parameters

from individual and linear line area multispectrum fit approaches of qSDVP fit was

divided by
√
3. The resulting systematic uncertainty ranged from 0.11% to 16%,

depending on the transition. On average, this was the largest contributor to the total

line intensity standard uncertainty.
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Figure 4.6: P10 line of CO measured at five different pressures, and temperature of
296 K. Top row shows raw averaged spectra with nominal pressures indicated above.
Fitted etalons are shown in rows No 2, 3, and 4. The bottom row shows fit residuals
for qSDVP in blue and for VP in red. The horizontal axis is the frequency detuning
(∆ν = ν − ν0) from the unperturbed line position. Details in chapter 4.3.

To evaluate the impact of the baseline on the uncertainty of the fitted line parameters,

a set of simulations was performed for over one hundred different configurations of

observed etalons and line profiles. For the simulations, different values of line param-

eters in the expected range and different phases of etalons relative to the line center

were used. Fitting simulated spectra was done in the same way as for the real exper-

imental data. All simulations were done for two levels of SNR, corresponding to the

case of the strongest and weakest transitions. It allowed to estimate how different line

profiles, together with different configurations of the etalons, would affect retrieved

parameter values for the experimental conditions and scale it for all the lines. The

baseline-related uncertainty contributed from 2.2 % up to 13 % to the total stan-

dard uncertainty of line intensity and from 3.7 to 23 MHz of line position standard

uncertainty, depending on the transition. The baseline on average was the largest

contributor to the uncertainty of unperturbed line position and speed dependence of
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pressure broadening.

To ensure that the total uncertainty was not underestimated, we added the uncer-

tainty from the comparison of two measurements done for the P8 line. Repeated mea-

surements were conducted in the same way for all pressures, more than one month

after the first ones.

The uncertainty associated with the choice of line profile was estimated by compar-

ing the results of qSDVP linear line area fit and VP fit also, with enforced linear

dependence of line area on the pressure but with the baseline fixed to the values

from qSDVP spectra analysis to not include effects of the baseline. The choice of

line profile contributed from 0.6 % up to 1.8 % to the total standard uncertainty

of line intensity and from 2 to 9 MHz of line position, depending on the transition.

The uncertainty of other parameters cannot be estimated in this way, as collisional

broadening and shifting obtained from these profiles have different physical meanings

due to including or ignoring the SD effect.

Temperature and pressure measurement uncertainties contributed to the line inten-

sity, pressure broadening, and shift uncertainties added less than 0.1 %. Temperature

measurement uncertainty additionally affects its determination of the line intensity,

pressure broadening, and pressure shift according to their expected temperature de-

pendence (equations (3.15) and (3.16)). Corresponding contribution to the total

uncertainty for these parameters is also below 0.1 %.

A detailed breakdown of the corresponding contribution to the uncertainty budget

for qSDVP parameters is provided in the table 4.1 using the P10 line as an example.

The estimated effect of the line mixing on the line intensity of CO was at the level

of less than 0.26%. It was calculated by simulating spectra with qSDVP profile
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Table 4.1: Detailed uncertainty budget of qSDVP parameters on the P10 line example.
Contributions to the standard uncertainty of the unperturbed line position, ν0, are
given in 10−3 cm−1, contributions to the standard uncertainties of all other parameters
are given as relative values except for the aW and aS, for which it is absolute and
dimensionless.

Uncertainty type ν0 S γ0 δ0 aW aS

Type A 0.067 0.003 0.0038 0.0095 0.0062 0.022

Contribution to B type
uncertainty:

frequency reference
accuracy 0.000015 0.00008 0.00015 0.00071 — —

temperature
measurement — 0.00012 0.00012 0.00012 — —

temperature dependency — 0.00032 0.00006 0.00006 — —

pressure measurement — 0.00013 0.00013 0.00013 — —

choice of line profile 0.094 0.013 — — — —

choice of multispectrum
fitting procedure 0.033 0.016 0.016 0.012 0.021 0.00027

repeatability 0.029 0.018 0.019 0.037 0.0075 0.075

baseline model
uncertainty 0.14 0.025 0.012 0.025 0.025 0.082

Total uncertainty 0.19 0.037 0.027 0.05 0.034 0.12

with line mixing (equation (3.13) with I(ν) = IqSDVP(ν) from the equation (3.10))

and fitting it with qSDVP without line mixing. For simulations, the maximal value

of the line mixing coefficient for transitions of (7− 0) band Y = 0.02 was taken

from HITRAN2020. Pressure broadening coefficient γ0 and its speed dependence

parameter aS were set to maximum observed values (γ0 = 0.094 cm-1/atm at reference

temperature Tref = 296 K, aS = 0.5), as it should maximize the impact of line mixing.

The error from the line mixing effect is safely below the stated total uncertainty.
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For the pressure shift ∆0 and its speed dependence parameter aS, most of the un-

certainty came from repeatability measurement and baseline simulations. For the

pressure width Γ0, the contribution of baseline simulations, repeatability, and sys-

tematic uncertainties from the comparison of multispectral fit approaches to the total

uncertainty was similar. For the speed dependence parameter of pressure width aW,

baseline simulations and systematic uncertainties contributed the most of the total

uncertainty. The uncertainty of the fit (type A) was always smaller than type B one

for all transitions and parameters.

4.4. Results and discussion

The final values of parameters for all the lines were determined from qSDVP fitting

with linear dependence of line intensity on the pressure and they are displayed in

the table 4.2. As the Voigt profile is widely used in numerous applications, the

set of parameters resulting from the VP analysis is presented in the table 4.3. To

minimize the impact of the baseline on line shape for the VP fit, the values of baseline

parameters were fixed to those obtained from qSDVP analysis. Note that fitting VP

together with the baseline does not change the parameter’s values significantly, i.e.

more than their standard uncertainty.

The literature data on (7− 0) band of CO is quite scarce. The comparison of exper-

imental results with data available in HITRAN2020 [45, 102] database is shown in

figure 4.7. Plot a) of figure 4.7 shows absolute values of line intensity plotted against

quantum number m, plot b) shows the differencies of unperturbed line positions from

the corresponding values νref
0 from the HITRAN2020 database. Comparisons of abso-

lute values for pressure broadening γ0 and shift δ0 and their SD parameters aW and aS

with respective data from HITRAN are shown of panels c), d), e) and f) accordingly.
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Table 4.2: Line-shape parameters obtained for all considered lines with qSDVP
fit. Uncertainties given in parentheses are total standard uncertainties determined
for each line and parameter. Unperturbed line position, ν0, is given in cm−1, line
intensity S is in units 10−30 cm/molecule, collisional broadening γ0 (half width at
half-maximum (HWHM)) and shifting δ0 coefficients are in cm-1/atm at reference
temperature Tref = 296 K. Speed-dependent parameters aW and aS are dimensionless.
QF is the quality-of-the-fit factor.

Line ν0 S γ0 δ0 aW aS QF
P19 14334.40122(84) 1.81(38) 0.0616(107) -0.0193(28) 0.065(44) 0.08(15) 36
P16 14358.36237(42) 3.65(27) 0.0624(26) -0.0168(14) 0.124(36) 0.17(12) 76
P13 14380.14082(29) 6.70(27) 0.0653(19) -0.0173(10) 0.087(35) 0.33(12) 124
P12 14386.91468(23) 7.53(31) 0.0656(19) -0.0164(9) 0.080(35) 0.08(12) 136
P11 14393.44482(35) 9.07(37) 0.0683(22) -0.0190(9) 0.103(35) 0.34(12) 138
P10 14399.73166(19) 9.59(35) 0.0677(18) -0.0165(8) 0.102(34) 0.12(12) 190
P9 14405.77460(18) 10.65(36) 0.0698(17) -0.0163(8) 0.098(34) 0.13(12) 184
P8 14411.57391(15) 10.99(37) 0.0714(17) -0.0151(7) 0.117(34) 0.10(12) 249
P7 14417.12981(16) 11.03(37) 0.0728(17) -0.0152(7) 0.131(34) 0.12(12) 248
P4 14432.33271(22) 8.45(32) 0.0778(20) -0.0132(9) 0.086(34) 0.14(12) 157
P1 14445.33617(63) 2.54(27) 0.0939(57) -0.0128(18) 0.092(46) 0.31(23) 37
R0 14452.78145(69) 2.46(28) 0.0899(65) -0.0110(19) 0.064(44) 0.50(24) 42
R4 14464.72911(21) 9.12(32) 0.0746(17) -0.0144(7) 0.115(34) 0.23(12) 183
R6 14469.22876(18) 9.99(35) 0.0688(17) -0.0144(7) 0.077(34) 0.14(12) 169
R22 14469.70218(415) 0.91(37) 0.0877(131) 0.0126(100) 0.1031 0.171 12

1aW and aS values for the R22 line were fixed to the mean values from the
results of the other lines (see chapter 4.4 for details).
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Table 4.3: Voigt profile line parameters for all considered lines (see details in chapter
4.3). Uncertainties given in parentheses are total standard uncertainties determined
for each line. Unperturbed line position, ν0, is given in cm−1, line intensity S is in
units 10−30cm-1/(molecule/cm-2), collisional broadening γ0 (HWHM) and shifting δ0
coefficients are in cm-1/atm at reference temperature Tref = 296 K. QF is quality-of-
the-fit factor.

Line ν0 S γ0 δ0 QF
P19 14334.40136(84) 1.78(38) 0.0597(107) -0.0191(28) 41
P16 14358.36250(42) 3.59(27) 0.0599(26) -0.0161(14) 77
P13 14380.14098(29) 6.64(27) 0.0639(19) -0.0161(10) 124
P12 14386.91475(23) 7.45(31) 0.0640(19) -0.0162(9) 144
P11 14393.44512(35) 8.97(37) 0.0666(22) -0.0177(9) 130
P10 14399.73176(19) 9.47(35) 0.0656(18) -0.0162(8) 178
P9 14405.77470(18) 10.52(36) 0.0678(17) -0.0159(8) 178
P8 14411.57398(15) 10.82(37) 0.0688(17) -0.0148(7) 204
P7 14417.12989(16) 10.83(37) 0.0696(17) -0.0147(7) 194
P4 14432.33278(22) 8.36(32) 0.0760(20) -0.0128(9) 160
P1 14445.33632(63) 2.51(27) 0.0916(57) -0.0119(18) 43
R0 14452.78171(69) 2.45(28) 0.0889(65) -0.0103(19) 48
R4 14464.72924(21) 8.99(32) 0.0721(17) -0.0137(7) 164
R6 14469.22885(18) 9.88(35) 0.0672(17) -0.0140(7) 173
R22 14469.70255(415) 0.85(37) 0.0833(131) 0.011(10) 12
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Figure 4.7: Comparison of experimental values using qSDVP (•) and VP (▲) of all
determined line parameters with the reference data from HITRAN2020 database for
qSDVP (□) and VP (■) against quantum number m. Panel a) shows absolute values
of line intensity. Panel b) shows the difference between determined line positions and
corresponding values of νref

0 from the HITRAN2020 database. Note that values for
line position and intensity in HITRAN2020 are exactly the same for HITRAN VP
and HITRAN qSDVP. Absolute values of pressure broadening and shift parameters
are shown in panels c) and d), respectively. Error bars on the experimental data
points correspond to the total standard uncertainty. Panel e) shows a comparison of
the speed dependence of pressure broadening aW for qSDVP fit with data available in
the HITRAN2020. For the speed dependence of pressure shift aS, only experimental
data from this work is available and shown in panel f). Details in chapter 4.4

60



Line positions and intensities provided in HITRAN2020 are taken from a semi-

empirical calculation by Li et al.[50], based on the PEC of Coxon and Hajigeorgiou[103]

and DMC combined from a fit of best at that time experimental data of transitions

from (0 − 0) up to (6 − 0) bands and spline-interpolation of their ab initio DMC for

(7 − 0) band and higher. The theoretical calculation underestimates intensities by

about 100% (see panel a) of figure 4.7). Medvedev and Ushakov[43] showed that the

use of splines for the PEC approximation leads to serious changes in the line inten-

sities and showed that the purely empirical DMC of Li et al. [50] predicts intensity

values in the (7− 0) band close to their most recent calculations [104]. The relative

deviation:

∆S =
SCalculated − SMeasured

SMeasured
· 100%. (4.1)

from the experimental values of their results is shown in the figure 4.8 with the square

dots.

High accuracy of measured intensities inspired new ab initio theoretical calculations

carried out by the group of Dr. Oleg Polyansky at University College London (UCL).

Measurements were part of a long-term project aimed at the development of a uni-

versal model capable of predicting intensities within experimental uncertainty for all

the bands of a given molecule within a single set of calculations. Initial theoreti-

cal results using the same PEC that provided sub-promille-accurate line intensities

of (3− 0) band [105] gave absurdly large discrepancy with the experiment of about

5000%. This triggered a detailed investigation of the problems of the model that

allowed authors to identify bad points in the ab initio DMC caused by perturba-

tive corrections. Removing bad points and interpolating the DMC to those points

resulted in the ab initio DMC that reproduce experimental line intensities of (7− 0)

band for almost all line intensities within one standard uncertainty of a few percent
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Figure 4.8: Difference between the experimental values of the line intensities of the 6th

overtone of CO obtained from the qSDVP analysis and the theoretical data from the
work of Medvedev et al. [104] (■) and from [106] (▲). Difference calculated according
to the equation 4.1

and lead to significant advancements in the development of a universal model for

all the bands of CO. The detailed discussion of different theoretical calculations and

difficulties accompanying the derivation of the final line intensities, the reader can

find in paper [106]. The same PEC from Coxon and Hajigeorgiou [103] was used as

in calculations currently available in HITRAN database, which reproduces the CO

transition frequencies within standard uncertainty for most of the lines and within

two standard uncertainties for all lines (see plot 4.7 b)).

It should be noted that the data for all line-shape parameters (except line position and

intensity) in HITRAN2020 is an extrapolation of semi-empirical Padé approximant

fits [102] of lower overtone measurements (up to the (4 − 0)). There are no direct

measurements or calculations available for the considered transitions. This means
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that comparison with this data will show only consistency across different overtones.

Even though it was shown [102] that they do not depend on the overtone for lower

bands this does not mean that it should be the same for higher overtones. Collisional

broadening comparison with HITRAN qSDVP data shows (panel c) of the figure 4.7)

good repeatability of the shape of its m-dependence, but data in HITRAN2020 un-

derestimates the absolute values by about 5% on average. A slight increase in this

difference with the decrease of m can also be observed. Panel d) of figure 4.7 shows

pressure shift coefficient values that agree with HITRAN2020 data within the total

standard uncertainty for most transitions.

The experimental results for aW reported in panel e) of figure 4.7 for aW agree with

the overall trend observed for other overtones and agree within the total standard

uncertainty with it. This additionally strengthens the selection of the qSDV profile

for the final analysis. Since HITRAN2020 database does not provide the speed-

dependent shift parameter values for any of the overtones, only present results are

displayed in panel f) of figure 4.7.

Furthermore, the R22 line was observed as a blending transition together with the R6

line and was located at the edge of the scan. Figure 4.9 shows averaged spectra of R6

line measured in different pressures (top row) and fitted R22 line profile (second row).

Due to large uncertainties resulting from fitting aW and aS under these conditions,

their values were fixed to the average values obtained from other measured lines. The

determined line parameters for the R22 line are presented in Tables 4.2 and 4.3, but

have been omitted from the comparison of all line parameters with HITRAN2020

data shown in figure 4.7 for the sake of visual clarity as well as from the discussion

of uncertainties and conclusions.
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Figure 4.9: R6 line of CO measured at five different pressures, and temperature of
296 K. Oxygen P15 P15 B band line, visible on the spectra at 50 Torr of CO, was
recorded as a blending transition and modeled with VP. The partial pressure of oxygen
was estimated at the 0.4 ppm (parts per million) level. The top row shows averaged
spectra with nominal pressures indicated above. Second row − R22 line fitted with
qSDVP with fixed aW and aS. The bottom row shows fit residuals for qSDVP. The
horizontal axis is the frequency detuning ∆ν = ν − ν0 from the unperturbed line
position of the R6 line. See details in the text (chapter 4.3).
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CHAPTER 5

Conclusions

The most important results of the dissertation work are as follows.

1. For the measurement of the sixth overtone of CO, a CRDS spectrometer work-

ing in visible range (687 − 707 nm) was rebuilt to achieve sensitivity (noise-

equivalent absorption) of 1.1·10−9 cm−1/s1/2. The system of active temperature

stabilization has been improved, which made it possible to control the tempera-

ture within 35 mK near 296 K. The analysis of the non-linearity of the detection

system and the optimization of the recording parameters have been carried out.

2. First experimental study of rotational-vibrational transitions of the sixth over-

tone of carbon monoxide was conducted in the visible range near 690 nm. For

8 transitions, line intensity is determined with relative standard uncertainty

below 4% and line positions with an accuracy of 3 · 10−4 cm−1. High accuracy

of measured intensities inspired new ab initio calculations carried out by the

group of Dr. Oleg Polyansky at UCL. Measurements were part of a long-term

project aimed at the development of a universal model capable of predicting line

intensities within experimental uncertainty for all the bands of a given molecule.

The high quality of experimental data enabled significant advancement in this

project and showed the excellence of resulted calculations compared to other

works. They have also shown problems occurring in calculations and triggered

their improvement. The measured line intensities, as well as the impact of

measurements on calculations, are shown in Ref. [106].

3. A non-trivial approach to data processing made it possible to analyze the shape
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of the lines beyond the Voigt profile approximation. Numerical simulations

made it possible to increase the reliability of the uncertainty estimation of the

determined line parameters. The parameters of self-broadening and pressure

shift, are determined with a relative uncertainty of about 5% and are consistent

with the values of the corresponding lines of lower-order overtones. Speed-

dependence effects are observed and analyzed for the first time for such weak

transitions.

During the course of my Ph.D. studies, more scientific results have been made that

were not included in this thesis. Among them are: the Lamb-dip measurements of

carbon dioxide line positions in saturation regime with CRDS, CMWS and Cavity

Mode Dispersion Spectroscopy (CMDS) [107] techniques in IR range (paper is in

preparation); search for extremely weak carbon dioxide transitions in the visible range

(paper in preparation); measurements of self-perturbed oxygen B-band transitions

that allowed simultaneous observations of Dickie narrowing and speed dependence

effects [63]; as well as temperature measurements of oxygen B-band lines in air-like

mixture with nitrogen [108].

All presented experimental data were obtained by the author personally or with his

direct participation. The analysis of the experimental results of the study of the

(7− 0) CO band and the development of the corresponding software was carried out

by the author personally. The author actively participated in the construction of the

present version of the CRDS spectrometer, which was used to acquire the CO (7− 0)

band spectra. Theoretical calculations of line intensities of (7− 0) band of CO were

provided by Nikolay F. Zobov in private communication. The author made a decisive

contribution to the formulation of all the problems of the thesis, the formulation and

conduct of experimental and numerical studies, as well as to the interpretation of the
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results.
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Appendix A

Line profiles in dimensionless

variables

For computational purposes, it is convenient to use dimensionless variables, when

calculating line shape profiles.

A.1. Dimensionless variables

In this work for the data analysis I used line shape profiles described in chapter 3.1

and implemented in Wolfram Mathematica software. Profiles are implemented with

dimensionless variables in accordance with the paper [109]. The dimensionless vari-
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ables are defined as such:

u =
ν − ν0

ΓD
/(

2
√

ln 2
) ,

g =
Γ

ΓD
/(

2
√

ln 2
) ,

d =
∆

ΓD
/(

2
√

ln 2
) ,

h =
Vopt

ΓD
/(

2
√

ln 2
) .

(A.1)

A.2. Voigt profile

Using equations (A.1) and (3.8) the equation (3.5) can be given in the form with

dimensionless variables:

IVP(ν) =
1

π3/2

∫ +∞

−∞

e−z2

g − i (u− d− z)
dz. (A.2)

Written in this form it is clearly visible that VP is the convolution of Lorentz and

Gauss functions.

A.3. Speed-dependent Voigt profile

When collisional width and shift of the line are considered as dependent on the velocity

of the molecule in the form, defined in the equations (3.9) one obtains qSDVP, that

can be written in terms of dimensionless variables in the following way:

IqSDVP(u) =
2

π3/2

∫ +∞

−∞
z · e−z2 ·

·

{
arctan

[
u− d · BS(z) + z

g · BW(z)

]
+

i

2
ln
[
1−

(
u− d · BS(z) + z

g · BW(z)

)2
]}

dz (A.3)
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A.4. Speed-dependent Nelkin-Ghatak profile

Introduction of the DN effect to the qSDVP (equation (A.3)) results in qSDNGP,

which in the form with dimensionless variables can be written as such:

IqSDNGP(u) =
I∗

qSDVP(u)

1− π · h · I∗
qSDVP(u)

, (A.4)

where I∗
qSDVP(u) is given by:

I∗
qSDVP(u) =

1

π3/2

∫ +∞

−∞
z · e−z2 ·

·

{
arctan

[
u− d · BS(z) + z

g · BW(z) + h

]
+

i

2
ln
[
1−

(
u− d · BS(z) + z

g · BW(z) + h

)2
]}

dz (A.5)
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