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CNN — convolutional neural network
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PCR — polymerase chain reaction

ROC - receiver operating characteristic
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RT-PCR — reverse transcriptase-polymerase chain reaction
SGD - stochastic gradient descent

TN —true negative

TP —true positive

XAl — explainable Al



3. Introduction

X-ray imaging has been widely used in clinical practice as a non-invasive and cost-effective
tool for detecting various lung diseases, such as pneumonia (1-3), tuberculosis (4), lung cancer
(5), and due to recent pandemic, COVID-19 (6). However, the interpretation of chest X-ray
images can be challenging due to various factors, like workload (7), lowered satisfaction
among professionals (8,9), but also hidden defects, which can go unnoticed even by
experienced specialists. Another factor that affects and limits the accuracy of image analysis
by specialists is fatigue (10,11).

One potential solution to these issues is the use of artificial intelligence (Al) methods and
machine learning (ML) algorithms to assist in the analysis of chest X-ray images. Al-powered
algorithms can provide several benefits, including the ability to operate continuously without
fatigue, detect subtle differences that may not be visible to the human eye, and automate the
analysis process (12,13).

There are several ways in which Al can help to improve the diagnostic capabilities of chest
X-ray image analysis. Al algorithms can be trained on large datasets of chest
X-ray images to learn the patterns and characteristics associated with specific lung diseases.
Afterwards the training, these algorithms can be used to automatically analyze new,
previously unseen, X-ray images and provide a diagnosis suggestion or a risk factor score that
indicates probability of a particular disease or excludes it. Additionally, Al can help to reduce
the workload of human radiologists by performing automated image triage, prioritizing
suspicious cases for further review (14,15).

However, there are some challenges that need to be addressed to make Al-powered chest
X-ray image analysis a reliable tool for clinical practice. One significant challenge is the lack of
high-quality labeled datasets that accurately represent the diverse range of lung diseases and
imaging variations. There are also important ethical issues that should be addressed, such as
who is responsible for a misdiagnosis based on an ML model score. Moreover, there is a need
to ensure the transparency and interpretability of Al algorithms to build trust among
healthcare professionals and patients (16).

In this dissertation the use of Al-powered algorithms in chest X-ray image analysis for
COVID-19 diagnostic purposes will be described. Al holds great promise in improving the

accuracy and efficiency of lung disease diagnosis. However, it is crucial to address the technical



and ethical challenges to ensure that these methods are safe, reliable, and beneficial to

patients.

3.1. Al as a diagnostic decision support tool in radiography

Throughout the history of radiography, the profession has consistently adapted to new
technologies and advancements, leading to changes in radiographic practice. While these
changes have typically been driven by the adoption of new imaging technologies, recent
technological advances have instead focused on the integration of complex ML algorithms and
Al systems into equipment operation and image review processes Diagnostic imaging
techniques such as X-ray, computed tomography (CT), magnetic resonance imaging (MRI), and
ultrasound have revolutionized modern medicine by providing non-invasive means for
visualizing internal organs and tissues. However, the interpretation of medical images can be
complex and challenging, requiring highly trained experts with a deep understanding of the
human anatomy and pathology. As a result, the impact of these technologies on radiography
practice has yet to be fully examined. (14). Al algorithms can be used as powerful tools to
support diagnostic imaging.

Al is a comprehensive term that encompasses the study and creation of computer
systems capable of executing tasks that typically necessitate human intelligence, such as
decision-making, prediction, visual perception, and speech recognition. It is a data-dependent
approach that aligns with the technology-focused practice of current medical imaging,
especially in computer vision tasks. Recently, there has been a substantial increase in Al-based
proposals for diagnostic imaging (17) in both academic and industrial settings, with most
emphasis on enhancing and supporting the analysis of radiological tests results. Accordingly,
there is a developing area of Al applications that can be directly implemented in radiography
practice (18,19). Al algorithms have emerged as a promising solution to the challenges of
medical image analysis (20). Especially, the use of Al in the analysis of X-ray images for the
diagnosis of lung diseases has gained significant attention in recent years (1,4,6). These
algorithms are trained on large datasets of labeled medical images to learn the patterns and
features associated with specific diseases or conditions. Once trained, Al algorithms can be
used to analyze new images, providing automated diagnosis, or assisting human experts in the

interpretation of complex images.



There are several advantages to using Al algorithms in medical imaging analysis.
Firstly, Al algorithms can process large volumes of images quickly and accurately, potentially
reducing the time and costs associated with manual analysis. Secondly, Al algorithms can
detect subtle differences and patterns that may be difficult to discern by human experts,
improving the accuracy and consistency of diagnoses. Thirdly, Al algorithms can reduce the
workload of human experts, enabling them to focus on more complex cases or other tasks. In
addition, it has been reported in a number of cases that Al algorithms can have efficiency
comparable to or even better than experienced professionals (21-26).

However, the use of Al algorithms in medical imaging analysis also presents some
challenges. Al has the potential to greatly aid radiographers in their work, but its full
implementation could also significantly diminish their roles and responsibilities. As a result,
healthcare organizations must be careful in exploring the use of Al technologies to improve
radiology departments throughput and efficiency, and must fully understand and manage
associated risks and liabilities. Current regulations require strict human oversight and auditing
of Al solutions that are deployed clinically, which means that vendors must develop systems
that require human oversight (27). Earlier research has demonstrated that individuals have a
tendency to heavily rely on advice they receive and may even struggle to disregard inaccurate
advice. This phenomenon has been observed in both clinical settings among medical
professionals (28,29) and in other contexts involving decision-making. Considering that
physicians can be influenced by advice, it is important to explore the most effective ways of
presenting clinical advice to enhance its impact.

The introduction of ML systems presents a new challenge for the radiography profession,
as they must now become adept at interacting with and supervising semi-automated
processes driven by Al. Another significant challenge is the lack of high-quality labeled
datasets that accurately represent the diversity of diseases and imaging variations (13).
Additionally, there is a need to ensure the transparency and interpretability of Al algorithms
to build trust among healthcare professionals and patients. Furthermore, there are concerns
regarding the potential biases and ethical implications of using Al algorithms in medical
decision-making (30).

To summarize, Al algorithms have the potential to revolutionize medical imaging analysis
by providing fast, accurate, and consistent analysis of medical images. However, it is crucial to

address the technical and ethical challenges associated with the use of Al algorithms in
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medical decision-making to ensure that these methods are safe, reliable, and beneficial to
patients. Scientists and medical practitioners must continue to work towards developing Al
algorithms that can be used as tools to support diagnostic imaging while also ensuring that

they are transparent, ethical, and trustworthy.

3.2. Strengths and weaknesses of the application of Al methods in diagnostic
imaging

It is important to consider both the advantages and disadvantages of using Al to analyze
X-ray images in the diagnosis of lung diseases.

The use of Al in X-ray image analysis offers several potential benefits. One of the most
significant advantages is the ability to analyze large volumes of data quickly and accurately.
This is particularly important in the field of medical imaging, where there is often a need to
process large amounts of data in a timely manner. Al algorithms can process this data much
faster than human experts, thus reducing the time and costs associated with manual analysis.
Furthermore, the use of Al can provide consistent and unbiased analysis. Human experts are
subject to error and bias, which can affect the accuracy of their diagnoses. Al algorithms can
help eliminate errors and reduce the risk of misdiagnosis, which can have significant
consequences for patients' health outcomes.

Another benefit of using Al in X-ray image analysis is the potential to improve diagnostic
accuracy. With the ability to process vast amounts of data, Al algorithms can detect subtle
differences in images that may be missed by human experts. This can help improve the
accuracy of diagnoses, potentially leading to earlier detection and treatment of lung diseases.

However, the use of Al in X-ray image analysis also presents significant ethical challenges
(30) and technical challenge related to the creation of a good quality dataset. One concern is
the potential for algorithmic bias. If the dataset used to train the algorithm is not
representative, the algorithm may produce biased results. Al algorithms are only as unbiased
as the data they are trained on. Bias may appear on the stage of training dataset preparation
and labeling. Labeling the image data used in training datasets is extremely crucial to obtain a
reliable model. This is a very difficult, time-consuming step because expert opinion on a given
image can vary (31).

One important concern is that the data utilized for training algorithms may not be an

accurate representation of the population for which the algorithm will be used. This is due to
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the likelihood that the available data used for training may have an over-representation of
positive findings. Clinical data that yields positive research findings may be more readily
available, whereas data from negative studies are often under-reported. As a result, Al tools
may over-interpret the incidence of disease, leading to over-fitting. Additionally, selection bias
can arise if training data are derived from a sub-population that does not accurately represent
the entire population. This is likely to happen if the data is obtained only from a patient cohort
attending a specialized center, which can result in bias against specific groups based on age,
gender, ethnic origin, height, or other characteristics (32). Such bias can lead to the under-
reporting or over-reporting of disease in patients on whose data Al used (33). This could lead
to misdiagnosis and therefore, lead to delayed treatment, which could harm patients.

To date, there is no general consensus on who should bear responsibility for medical and
diagnostic decision-making when Al is involved. While doctors are ultimately responsible for
making medical decisions, the use of Al algorithms complicates the picture, as the authors of
the algorithms are usually not medically trained and may not fully understand the implications
of their algorithms on medical decision-making. This raises important ethical issues related to
accountability and transparency in medical decision-making. Medical decisions made using Al
algorithms must be transparent, and the process by which the algorithm makes its
recommendations must be understandable to both medical professionals and patients.
Furthermore, there must be clear guidelines for who bears responsibility in cases where
medical decisions are made using Al algorithms.

In conclusion, while the use of Al in diagnostic imaging holds significant promise in
improving the accuracy and efficiency of medical diagnoses, it also raises important ethical

issues related to responsibility and accountability.

3.3. Description of the methods and algorithms used

Chest X-rays have been widely used in the diagnosis and management of respiratory
diseases, including COVID-19 (34-36). The diagnosis of COVID-19 through chest X-ray images
is a crucial task for timely treatment and isolation of patients (26). With the advent of Al and
ML algorithms, computer-aided diagnosis has become a promising approach to improve the

accuracy and efficiency of chest X-ray analysis (Fig. 1).
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Figure 1 — Block diagram of the overall system.

Various ML techniques have been utilized to classify chest X-ray images and detect the
presence of COVID-19. The performance of several popular ML algorithms in detecting COVID-
19 from chest X-ray images was compared and analyzed in my research (37). These algorithms
were convolutional neural networks (CNNs), ResNet-18, ResNet-34, XGBoost, and LightGBM.
Each of these methods has its advantages and disadvantages.

CNN is a deep learning algorithm that is commonly used for image classification and
recognition tasks due to its high accuracy and efficiency (38). However, CNNs require a large
amount of data for training, which can be a challenge in medical diagnosis due to the limited
availability of annotated medical images. CNNs have multiple layers, each of which performs
a specific function. The first layer detects edges and curves in the image, while subsequent
layers detect more complex patterns by combining features learned in the previous layers. In
the case of COVID-19 diagnosis, CNN can be trained on a dataset of chest X-ray images,
learning to distinguish between normal and abnormal images (39,40).

ResNet-18 and ResNet-34 are variants of CNNs that use residual connections to improve
the model's training efficiency and accuracy and reduce the risk of model's overfitting
(matching of the model to the training data resulting in too week generalization ability). These
models are effective in medical image classification tasks due to their ability to extract relevant
features from the images. However, they can be computationally expensive, which may limit
their applicability in real-time diagnosis. Both, ResNet-18, and ResNet-34 are a CNN

architecture that consists of 18 and 34 layers, respectively. This type of CNN is a modified
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version of the original ResNet, which stands for residual network. ResNet uses skip
connections, which allow the network to learn residual functions. This helps to overcome the
problem of vanishing gradients, which can occur when training deep neural networks. Both
ResNets were proven to be used with high accuracy rates (41,42).

XGBoost and LightGBM are gradient boosting algorithms that are commonly used in
tabular data analysis, classification and regression tasks, and have been successfully applied
in medical image analysis (43—45). Gradient boosting is an ensemble learning method that
combines multiple weak learners to create a strong learner. XGBoost and LightGBM both use
decision trees as the base learner and perform gradient boosting to improve the accuracy of
the model. They have shown promising results in COVID-19 diagnosis based on medical image
analysis (46—49). These models can handle missing data and outliers, making them suitable
for noisy medical datasets. However, their interpretability can be limited, which may be a
concern in medical diagnosis where the decision-making process needs to be transparent.

These methods rely on the extraction of relevant features from the chest X-ray images,
which are then used to train the Al/ML models. The models learn to recognize patterns in the
images that are associated with COVID-19 infection, such as the presence of ground-glass
opacities and consolidation in the lungs. All of these methods have been used successfully for
COVID-19 diagnosis using chest X-ray images.

Overall, each of the methods described above has its strengths and weaknesses. CNNs
are accurate but require large amounts of training data, ResNet models are effective in feature
extraction but can be computationally expensive, and XGBoost and LightGBM are suitable for
noisy datasets but may lack interpretability. Therefore, the choice of the method should
depend on the specific requirements and characteristics of the medical dataset.

In conclusion, there is no single best method for COVID-19 diagnosis using chest X-ray
images. The choice of the method should depend on the specific characteristics and
requirements of the dataset. However, the combination of multiple methods, such as CNNs
and ResNet models, may improve the accuracy and efficiency of the diagnosis process. In
conducted research techniques such as data pre-processing and data were also used. The aim

of their use was to check whether these methods can improve model performance.
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3.3.1. Data pre-processing

Data pre-processing is a critical step in the ML pipeline that involves transforming raw
data into a format suitable for use in ML algorithms. It is uncommon to have an image
segmentation model that is trained on a dataset that is perfectly sized and labeled, particularly
in the case of medical imaging applications, where acquiring both data and annotations can
be expensive. Medical image segmentation datasets are often limited by a shortage of
annotations, where there is only a small amount of annotated data available for training, or
by weak annotations, where the training data has only sparse, noisy, or image-level
annotations (50). In such cases, even the most advanced segmentation models may fail to
generalize to datasets from real-world clinical settings. Therefore, data pre-processing
typically involves a series of operations that clean, transform, and normalize the data, in order
to make it more useful for training ML models.

Data pre-processing is a crucial step in image classification as it can greatly impact the
performance of machine learning models. In order to improve the quality of data, pre-
processing techniques such as normalization, resizing, and data augmentation are applied.
Normalization involves transforming the pixel values of the image to have a mean of zero and
unit variance, which helps to reduce the effects of varying lighting conditions and makes the
training process more stable. Resizing involves scaling the images to a fixed size, which can
help to reduce computational costs and also improve the accuracy of the model. Data
augmentation involves generating additional training data by applying transformations such
as rotations, flips, and zooms to the original images. This not only increases the size of the
training dataset but also helps the model to generalize better to unseen data. Overall, proper
pre-processing of image data can lead to more accurate and efficient machine learning models
for image classification (51). Proper data pre-processing can help to improve the accuracy and
robustness of the ML models and can help to avoid issues such as overfitting and poor

generalization to new data (52).

3.3.2. Data augmentation

Data augmentation is a widely used technique in ML that involves generating additional
training data from existing data. This is typically achieved by applying a variety of

transformations to the original data, such as rotation (53), flipping, scaling, cropping (54), and
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adding noise (55). By augmenting the data in this way, the ML model is exposed to a greater
variety of data, which can improve its ability to generalize to new and unseen data (56).

Data augmentation is particularly useful when working with limited or small datasets (26),
where the model may be prone to overfitting due to the limited diversity of training examples.
By artificially increasing the size and diversity of the training dataset, data augmentation can
help to mitigate overfitting and improve the accuracy and robustness of the ML model (48).
The effectiveness of data augmentation depends on the specific problem domain and the
types of transformations applied to the data. The selection of appropriate data augmentation
techniques should be based on the characteristics of the input data and the desired

performance of the ML model.

3.3.3. Bypassing the limitations of the most commonly used algorithms

Bypassing the limitations of commonly used algorithms is a topic of great interest in the
field of Al and ML. While algorithms such as CNN, ResNet-18, ResNet-34, XGBoost, and
LightGBM have been widely used for various applications, they have certain limitations that
may hinder their performance in certain scenarios.

For instance, CNNs are known to have a high number of parameters, which can lead to
overfitting and require large amounts of data for training. ResNet-18 and ResNet-34 have
shown better results in terms of accuracy and speed, but they still suffer from the same
limitations as CNNs. XGBoost and LightGBM, on the other hand, are popular for their ability
to handle structured data, but they may not perform as well on unstructured data such as
images. To bypass these limitations, researchers have proposed various methods such as
transfer learning, meta-learning, and ensembling.

Transfer learning involves using pre-trained models and fine-tuning them for specific
tasks. The utilization of transfer learning is an effective approach for image classification,
particularly when the dataset is limited in size. This technique can lead to the creation of highly
sophisticated models that would otherwise require excessive computational resources.
Transfer learning leverages pre-trained networks, which significantly shortens the learning
process. It can significantly contribute to the improvement of an overall performance of the
model (34).

Meta-learning, also known as "learning to learn," is a subfield of ML that focuses on

training algorithms to improve their learning and generalization abilities across different tasks
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and datasets (57). Meta-learning algorithms are designed to learn and adapt quickly to new
tasks with minimal data, by leveraging the knowledge and experience gained from previous
tasks. In the context of Al-based X-ray image analysis, meta-learning can be used to enhance
the performance and robustness of ML models by enabling them to quickly adapt to new
datasets and clinical scenarios. For instance, a meta-learning algorithm can be trained on
multiple X-ray image datasets with different imaging protocols, pathologies, and patient
demographics, to learn the common patterns and features that are relevant to the
classification and segmentation tasks. Then, the trained algorithm can be used to quickly
adapt to new X-ray image datasets, with minimal or no additional training, by fine-tuning the
model's parameters and architectures based on the new dataset's characteristics. Meta-
learning can also be used to address some of the challenges of X-ray image analysis, such as
limited data, class imbalance, and domain shift, by enabling models to learn from related tasks
and domains and transfer the learned knowledge to the target task and domain. Moreover,
meta-learning can help to automate and optimize the hyperparameter tuning process, such
as the selection of the learning rate, optimizer, and regularization, by learning the optimal
combinations of hyperparameters across different tasks and datasets.

Ensembling is a ML technique that involves combining the predictions of multiple models
to improve their overall performance (58). In the context of Al-based X-ray image analysis,
ensembling can be used to enhance the accuracy, robustness, and generalization abilities of
ML models by reducing the effects of individual model biases, errors, and uncertainties.
Ensembling can be achieved using various methods, such as bagging, boosting, and stacking.
Bagging involves training multiple models on different subsets of the data and combining their
predictions by averaging or voting. Boosting involves sequentially training multiple models,
where each model focuses on the data points that were misclassified by the previous models.
Stacking involves training a meta-model on the predictions of multiple base models, where
the meta-model learns to combine the predictions based on their relative performance and
reliability. Ensembling can provide several benefits in Al-based X-ray image analysis, such as
improving the accuracy and robustness of the classification and segmentation tasks, reducing
the risk of overfitting and underfitting, and capturing the diversity and complementarity of
the models. Moreover, ensembling can help to address some of the challenges of X-ray image

analysis, such as the limited availability and quality of annotated data, the heterogeneity and
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complexity of the clinical scenarios, and the variability and uncertainty of the imaging
modalities and protocols.

In conclusion, while CNNs, ResNet-18, ResNet-34, XGBoost, and LightGBM are commonly
used algorithms in Al and ML, they have certain limitations that can be overcome using
methods such as transfer learning, meta-learning, and ensembling. By bypassing these
limitations, researchers can improve the performance of these algorithms and expand their

applications to various domains.

3.4. Evaluation metrics

As Al and ML continue to advance in the field of medical diagnostics, it becomes
increasingly important to evaluate their effectiveness using appropriate metrics. Metrics
provide quantifiable measures of how well an Al or ML model is performing, and can help
researchers and clinicians understand its strengths and limitations.

One tool commonly used to calculate the metrics and evaluate the performance of Al and
ML models is the confusion matrix (59,60). The confusion matrix is a graphical representation
(Fig. 2) that summarizes the performance of a binary classification model, such as a model
used to diagnose lung disease, such as COVID-19, by comparing its predictions against the true
values. Usually, the rows of the matrix correspond to the actual classes of the data (e.g. sick
or healthy patients), while the columns correspond to the predicted classes (e.g. predicted as

sick or healthy by the model).

Actually Actually
positive (1) | negative (0)

Predicted True False
positive (1) | Positives (TP) | Positives (FP)

Predicted False True
negative (0) |Negatives (FN)[Negatives (TN)

Figure 2 An exemplary confusion matrix.
In the context of medical diagnostics including lung disease diagnosis, the confusion

matrix can be used to evaluate the model's ability to correctly identify patients who are sick
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(positive cases) and those who are healthy (negative cases). The four possible outcomes are
true positives (TP), true negatives (TN), false positives (FP), and false negatives (FN).
Thus, a TP corresponds to a patient who is correctly classified as sick by the model, whilea TN
corresponds to a healthy patient who is correctly classified as such by the model. FP
correspond to healthy patients who are erroneously classified as sick by the model, while FN
correspond to sick patients who are erroneously classified as healthy by the model.

There are several evaluation metrics that are commonly used in the field of Al and ML,
including accuracy, precision, sensitivity, specificity, F1-score, and the area under the receiver
operating characteristic (ROC) curve:

e Accuracy is perhaps the most basic evaluation metric and refers to the percentage of
correct predictions made by the model (Eq. 1). Accuracy is the most commonly used
metric to evaluate the quality of classification (59). It describes what proportion of
patients, out of all those classified, were correctly classified. However, accuracy does not
always provide a good description of the classification process (see the explanation
below). It is important to remember that higher accuracy is better, and an accuracy of

1.00 indicates a perfect match where the algorithm did not make any mistakes.

| ~ TP + TN "
CUracY = TP ¥ TN + FP + FN

e Precision, on the other hand, measures the proportion of TP among all predicted

positives, indicating the model's ability to correctly identify positive cases (Eq. 2) (59).

Precision, like accuracy and sensitivity, should have a value as close to 1.00 as possible.

precision = — 2)
recision = TP +FP

e Sensitivity, also known as recall, measures the proportion of true positives among all
actual positives, indicating the model's ability to detect positive cases (Eqg. 3) (59). It is
important to note that if an algorithm does not misclassify any positive cases (i.e., nothing
falls into the FN category), its sensitivity will be 1, even if it misclassifies negative cases as

positive (FP). Sensitivity is also a parameter that should have a value approaching 1.00.

Recall = — % (3)
et = TP Y FN

e Specificity, on the other hand, measures the proportion of TN among all predicted
negatives, indicating the model's ability to correctly identify negative cases (Eq. 4). The

specificity is to the negative class what sensitivity is to the positive class. Specificity
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measures how many of all negative cases were actually classified into this category (59).
High specificity shows that the classifier rarely makes mistakes when it comes to negative
cases. Therefore, if a model of high specificity shows that something is positive, it can be

expected with high probability that it is indeed positive.

Specificity = _v (4)
TN + FN
The Fl-score is a metric used to evaluate the performance of classification algorithms,
and it is calculated as the harmonic mean between precision and sensitivity (recall)
(Eg. 5) (59). A value closer to 1 indicates better performance. The Fl1-score can reach a
maximum value of 1 when there is perfect precision and sensitivity.

2 * Precision - Recall
F1 — score = — (5)
Precision + Recall

The ROC curve is a plot of sensitivity versus 1-specificity, which provides an overall

measure of how well the model is able to distinguish between positive and negative cases

(Fig. 3).

True Positive Rate

0.4 0.6 0.8 1

False Positive Rate

Figure 3 Exemplary ROC curve.
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It is important to remember and understand that an unbalanced dataset, which refers to
a scenario in which one of the classes is significantly more prevalent than the other, can lead
to a skewed understanding of the accuracy of a model. This is particularly relevant in binary
classification problems, where the model may appear to have high accuracy due to its ability
to correctly classify the majority class while performing poorly on the minority class. However,
this can ultimately result in erroneous diagnostic decision-making, as the model may fail to
detect important patterns in the minority class. Therefore, addressing class imbalance through
techniques such as oversampling, undersampling, or generating synthetic samples is a crucial
step in achieving accurate and reliable machine learning models. When using accuracy as a
metric to evaluate the performance of a model, an unbalanced dataset can result in a falsely
high accuracy score. This is because the model may simply predict the majority class for most
of the cases, resulting in a high percentage of correct predictions overall. For example, if 90%
of the cases belong to one class, a model that always predicts that class will have a 90%
accuracy score, even if it is not actually able to differentiate between the two classes. This
problem can lead to overestimating the diagnostic performance of a model, especially in
medical contexts where the consequences of a false positive or false negative can be severe.
As a result, it is important to use metrics that are more robust to unbalanced datasets, such
as precision, recall, and F1-score. Unbalanced datasets can lead to inaccurate assessment of
model performance, and it is crucial to use appropriate metrics and take into account the
prevalence of each class when evaluating diagnostic decision support models.

Overall, evaluation metrics and the confusion matrix provide important tools for assessing
the effectiveness of Al and ML models in medical diagnostics. By carefully selecting
appropriate metrics and interpreting the results of a confusion matrix, researchers and

clinicians can gain insight into the strengths and limitations of tools used for medical diagnosis.

3.5. Ethical issues of using Al for diagnostic purposes

The application of Al in diagnostics raises several ethical issues (61), especially in terms of
responsibility for decisions made by the algorithm. The question of who should bear
responsibility for any errors or incorrect diagnoses remains a topic of debate (62,63). It is
considered whether the liability should be on the side of the author/developer of the
algorithm, the physician who ordered the test or maybe the hospital, which purchased the

rights to use the algorithm as for diagnostic purposes? The physician's role is critical in the
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decision-making process, but the algorithm's output could contradict the physician's
diagnosis, creating a moral dilemma. For this reason, it is important to remember that Al-
based tools and algorithms are meant to support radiologists, not to make decisions on their
own.

Moreover, the lack of transparency and interpretability in Al algorithms used for diagnosis
is the main reason of lack of trust between physicians and the Al system. Physicians may be
reluctant to use Al systems for diagnosis due to the difficulty in determining how the algorithm
arrived at a particular diagnosis or recommendation. For this reason, it is hard for physicians
to trust the algorithm's decisions on a matter as important as a patient's health. Additionally,
the potential consequences of Al misdiagnosis may pose a threat to patient safety and lead to
malpractice claims against physicians or the algorithm's author. In situations where a patient
is harmed due to an Al algorithm's incorrect diagnosis, determining the responsible party can
be challenging. In certain situations where a patient's health has been compromised, legal
action may be taken against the healthcare provider. This can be especially true in cases where
a doctor relies solely on the output of an Al algorithm without conducting a thorough analysis
of the patient's medical history or physical examination. In such cases, the doctor may be held
responsible for any harm caused to the patient. This highlights the ethical dilemma of using Al
in healthcare and the need for a clear understanding of the role and responsibility of both the
healthcare provider and the Al system in the diagnostic process. The use of Al in healthcare is
still relatively new and there is no clear consensus on how to navigate these ethical issues.

Al should serve as a support for medical professionals in their work, rather than a
replacement (64,65). The main objective of Al in the field of healthcare is to augment the
capabilities of physicians, allowing them to make more accurate and efficient diagnoses and
treatments. The use of Al in medical imaging, for instance, can help radiologists to identify
early-stage diseases that might not be apparent to the naked eye.

There has been concern about whether Al will ultimately replace doctors in the future.
However, it is important to recognize that Al is not intended to replace doctors, but rather to
enhance their abilities. Al algorithms can assist in analyzing large amounts of data quickly and
accurately, helping doctors to make informed decisions and providing them with new insights.
In this way, doctors can focus on more complex tasks, such as communicating with patients
and designing tailored treatment plans. Therefore, it is essential that we view Al as a tool that

can aid medical professionals in their challenging work, rather than as a replacement for their
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expertise. With the proper use of Al, the quality of healthcare can be improved, and ultimately
improve the patient experience, prognosis, and outcomes.

It is crucial for both doctors and Al developers to work together to establish clear
guidelines and protocols for the safe and ethical use of Al in healthcare. To address these
issues, regulatory bodies such as the US Food and Drug Administration have issued guidelines
for the development and use of Al algorithms in healthcare. These guidelines stress the
importance of transparency, interpretability, and accountability in Al-based healthcare
systems (66,67).

In conclusion, ethical issues surrounding the use of Al in diagnosis include determining
responsibility for decisions made by the algorithm, the lack of trust between physicians and
Al systems, and the potential consequences of Al misdiagnosis. These issues must be
addressed through increased transparency and accountability to ensure that the benefits of

Al in diagnosis outweigh the risks.

3.5.1. Medical data security

The use of medical data is essential for the development and improvement of healthcare
systems, as well as for the training and evaluation of Al models. However, the sharing and
handling of medical data also poses significant risks in terms of privacy breaches and malicious
use. Unauthorized access to medical records can lead to data/identity theft (68), financial
fraud, and discrimination (69). Moreover, the leakage of sensitive medical information can
have severe consequences on patients' well-being, as well as on their trust in healthcare
systems. The misuse of medical data for targeted advertising or political manipulation can also
have ethical implications, compromising the autonomy and dignity of individuals.

To mitigate the risks associated with medical data sharing, it is crucial to establish and
enforce strong data protection regulations (70), including informed consent, de-identification
(71), and secure storage and transmission. Additionally, the implementation of robust access
control and monitoring mechanisms can help prevent unauthorized data access and usage
(72,73).

In summary, while the use of medical data is critical for improving healthcare systems and
developing Al models, it also presents significant risks that must be carefully managed and

mitigated. The development of effective data protection policies and technologies is essential
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to ensure that medical data is used for its intended purposes and in a secure and ethical

manner.

3.5.2 Interpretability and explainability of Al models

Trust from patients regarding the safe and beneficial utilization of Al is a fundamental
requirement for its successful implementation in medical applications, particularly radiology.
As humans, we have an innate need to comprehend how decisions affecting our health are
made. Surrendering decision-making responsibilities to machines or software beyond our
understanding may not be acceptable to patients. Hence, patient preferences regarding the
use of Al in healthcare must take precedence, even if they do not align with the logic of
computer algorithms.

It remains unclear whether individuals would tolerate imperfections in Al-driven
healthcare for the potential benefit of the population at large. For example, in situations
where medical imaging is solely protocol-driven and interpreted by algorithms, it is unclear
whether there will be enough room for common sense and balancing individual and
population-based risks against specific patient expectations for radiation exposure (74).

Furthermore, Al-driven radiology is acknowledged to be imperfect and continually
evolving. The question remains whether it will be accepted by the public due to its lower cost
and reduced labor in comparison to human-provided radiology. In societies with a more
litigious culture, the public's tolerance for anything less than perfect delivery of medical care
by humans is decreasing. Moreover, people tend to accept decisions coming from other
people than from algorithms. However, in line with the idea of algorithm appreciation, people
may be more likely to trust algorithmic decisions than those made by other people (75).

The use of artificial neural networks in decision-making introduces a level of opaqueness
into Al-based medical practices, commonly known as the black box problem (76—78). This can
result in doctors being reduced to mere agents of the software, carrying out its decisions
without understanding how they were made. The aim of improving the integration of Al-
generated advice in decision-making processes can be achieved by increasing the
transparency of Al models (79). This can be done by providing additional reasoning for Al
recommendations, such as visual annotations on X-rays. This approach has been shown to
increase trust in and reliance on the advice, even when it is incorrect (29). However, it is not

clear how different levels of task expertise affect the effectiveness of this approach. It is
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possible that physicians with less specialized training in reviewing medical images may benefit
more from diagnostic advice with a visible annotation indicating the region that influenced
the advice. To the best of my knowledge, the effect of explanations on the diagnostic decisions
of physicians with varying levels of task expertise has not been studied before.

To aid in the interpretation of Al-generated diagnoses from X-ray images, heat maps
(80—82) can be used to indicate which areas of the image were most influential in the model's
decision-making process. However, while heat maps are commonly used in medical imaging,
they have been identified as problematic in other fields of explainability literature (83).
Although the hottest parts of the heat map indicate the regions of the image deemed most
significant in the diagnosis of pneumonia, this does not necessarily reveal the exact features
that the model relied on to make the diagnosis. Consequently, clinicians are unable to
determine whether the model considered important factors such as airspace opacity, heart
border shapes, or the texture of certain pixels, which may have more to do with image
acquisition than the underlying disease. Therefore, heat maps have limitations in providing
clear explanations for Al-generated diagnoses in medical imaging.

However, achieving interpretability and explainability in Al models presents a challenge,
as too much transparency can leave the algorithm vulnerable to malicious attack or
intellectual property theft, and too much explainability can limit the effectiveness of true deep
learning. The advantage of Al lies in its ability to perform faster analyses and identify

relationships that are beyond human capability, and this should not be compromised.
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4. Study aims

The primary objective of this work was to investigate the feasibility and effectiveness of
using Al models for diagnostic classification of COVID-19 patients based on their chest X-ray
images.

The partial objectives were:

1. Examination of the impact of augmentation methods on the classification performance of
the models.

2. Evaluation of the effect of chest X-ray images pre-processing on the classification abilities
of the models.

3. Features extraction from chest X-ray images using neural networks and then comparing the
classification abilities of tree-based methods (XGBoost and LightGBM).

4. Discussion of the ethical issues related to the use of Al in the clinical imaging diagnostics.

To achieve the main objective, various deep learning models such as CNN, ResNet-18, and
ResNet-34 were utilized to classify the chest X-ray images into COVID-19 positive or negative
classes. These models were trained and evaluated using different performance metrics such
as accuracy, sensitivity, specificity, and AUC.

In addition to the main objective, the research was aimed to explore the impact of data
augmentation techniques, such as rotation, flipping, and scaling, on the performance of the
classification models. Furthermore, different pre-processing techniques, such as contrast
enhancement and histogram equalization, were applied to the chest X-ray images to evaluate
their impact on the classification accuracy. The research also focused on feature extraction
from the chest X-ray images using deep learning models such as CNN. The extracted features
were then used to train and compare the classification abilities of tree-based models, such as
XGBoost and LightGBM.

In addition, this study aimed to address the ethical considerations surrounding the use of
Al in clinical image diagnosis. The potential benefits and drawbacks of relying on ML models
for medical decision-making were carefully examined, along with the question of who bears
responsibility for the decisions made by these models. The results of this study may inform

future discussions and policies regarding the appropriate use of Al in medical contexts.
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5. Summary of works included in the series of publications

5.1.0Original paper | — Pre-processing methods in chest X-ray image classification

The COVID-19 pandemic has affected various aspects of society, including social, medical,
psychologic, economic, and industrial aspects. The current, gold standard screening method
for detecting COVID-19 infections is the reverse transcriptase-polymerase chain reaction (RT-
PCR) test, which detects SARS-CoV-2 ribonucleic acid (RNA) extracted from specimens
inhabiting respiratory tract of patients. However, abnormalities on chest X-ray images can also
be indicative of infection. The use of ML-based methods can improve the efficiency of X-ray
analysis, support medics in diagnosis, and lighten the burden on healthcare systems. The
paper presents a study that investigates the impact of pre-processing methods on the
classification of chest X-rays into three classes: normal (healthy), COVID-19, and pneumonia.
The proposed ML-based method was able to classify the images accurately, and the
implementation of Al and ML in COVID-19 and other lung diseases is seen as a natural
progression.

The paper includes a brief review of the state-of-the-art solutions. The text discusses
various deep learning-based methods for automatic lung disease recognition, particularly for
COVID-19 detection, using medical imaging. Milestones in pre-processing, feature extraction,
and assigning a classification were required to achieve the desired results. Despite some
challenges, including imperfect datasets and difficulty in acquiring data and annotations,
promising results have been achieved using various methods such as U-NET, ResNet, ReCoNet,
and Bayes-SqueezeNet. Several studies have reported high accuracy rates using pre-trained
deep CNN models, such as ResNet-50, InceptionV3, Xception, ResNeXt, and SVM classifiers.
The importance of having representative and well-balanced datasets in ML experiments is
discussed.

The study utilized a public dataset containing posteroanterior (PA) chest X-ray images of
COVID-19, pneumonia, and normal cases. The dataset consisted of 6,939 samples with 2,313
samples for each class. To evaluate the effect of pre-processing on the classification results,
six different pre-processing approaches were examined. A CNN was implemented to classify
the images, and its architecture consisted of 12 layers, including convolution layers, rectified
linear unit activation functions, pooling layers, and batch normalization operations. The

dataset was divided into training, validating, and testing subsets, and the experiments were
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conducted using the Kaggle notebook. The output from the neural network showed the
probability of an image belonging to one of the three classes, with the highest probability
chosen as the final result. The study demonstrated the effectiveness of pre-processing on
improving the accuracy of the classification of chest X-ray images.

The text reports on experiments conducted to evaluate the effectiveness of various image
pre-processing methods on improving the accuracy, precision, recall, and Fl-score of a
classification model. Four evaluation parameters were used, and a confusion matrix was
employed to report the number of true positives, true negatives, false positives, and false
negatives. Results showed that without any pre-processing, the accuracy was 93% and the
F1-score for the three classes ranged between 91% to 96%. Applying histogram equalization
improved the parameters by 2%, while combining histogram equalization with Gaussian
blurring and adaptive masking resulted in all evaluated parameters exceeding 97%, making it
the most promising approach.

The paper proposes a fully automated approach for the analysis of COVID-19 chest X-ray
images using a neural network. The proposed method successfully distinguished images into
three classes: COVID-19, pneumonia, and normal. However, there are issues to keep in mind
if the modality is implemented in patient care. One of them is responsibility, as the proposed
method is not a tool for replacing the educated specialist but to improve their work and
support the diagnostic process. Another issue is the quality of images used in the learning
process, and the authors trust that the images provided are labeled correctly and submitted
by an expert. We also proposed an improvement in the pre-processing part of the ML-based
system, which increases the efficiency of the system as the F1-score raised from 93% to over
97%. The results are comparable to other similar ML-based approaches in the literature, but
there are plenty of pre-processing methods that can improve the efficiency of the system and
be implemented in future work.

My contribution to the research reported in this paper has been conceptualization and
realization of the study. | performed a thorough state-of-the-art approaches analysis.
| collected the necessary datasets for the research and algorithm preparation. | performed the
investigation and compared obtained results to the literature data. | wrote the original draft

of this paper.
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5.2.0riginal paper Il = A Novel Lightweight Approach to COVID-19 Diagnostics Based
on Chest X-ray Images

The article discusses the challenges faced during the COVID-19 pandemic with regards to
the diagnosis of the disease caused by the SARS-CoV-2 virus. The PCR test has been the gold
standard for confirming SARS-CoV-2 infection, but it is not error-free and false results are
possible. Additionally, some infected individuals may not display symptoms and therefore not
be referred for testing. There have been reports of successful use of ML methods to detect
COVID-19 infections on X-ray images of the lungs. We proposed a novel approach to chest
X-ray image analysis using a CNN-based features extraction method to diagnose COVID-19.
The authors obtained a new dataset containing samples from confirmed COVID-19 cases and
uninfected patients and performed augmentation to increase the dataset's size. The proposed
features extraction method was implemented for different classifiers, and promising results
were obtained. The article concludes with a discussion of the results and comparisons with
other state-of-the-art approaches, as well as future perspectives for work in this area.

The review of state-of-the-art approaches indicated several deep-learning-based
methods proposed by researchers for accurate and quick diagnosis of COVID-19 using X-ray
images. These methods use various deep learning frameworks such as Deep Hybrid Learning
(DHL), Deep Boosted Hybrid Learning (DBHL), and CNN for lung segmentation and localization
of specific changes caused by COVID-19. Transfer learning is also used to create a model
capable of detecting COVID-19 changes in X-ray images of the lungs. The authors of papers
included in this review have shown that these models can achieve high accuracy and
sensitivity, making them effective tools for radiologists to quickly diagnose COVID-19.
Additionally, the paper mentions that ML-based methods can support vaccine discovery, and
there are seven key requirements identified by the European Commission for the
implementation of Al, including human agencies and oversight, technical robustness and
safety, privacy and data governance, transparency, diversity, non-discrimination, and fairness,
societal and environmental well-being, and accountability.

The proposed method for COVID-19 diagnosis using chest X-ray images involves data
augmentation, pre-processing, feature extraction, and classification using ML algorithms. Real
data from 60 chest X-ray images were used, 30 from healthy individuals and 30 COVID-19
positive confirmed by PCR test. The dataset was divided into three subsets for training,

validation, and testing. Augmentation was performed by rotations, noise addition, and
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zooming out to increase the size of the training dataset. Data pre-processing involved
normalization and mask application to select the region of interest. ML-based methods using
CNN were used for feature extraction and classification. The CNN architecture included three
pairs of convolutional layers and max pooling layers, and the flattened layer and dense layer
were used with the most promising feature extraction that had 57 features. Tree-based
classifiers including XGBoost, Random Forest, LightGBM, and CatBoost were examined, and
CNN with softmax activation function was used for binary classification. All experiments were
carried out using Python 3.7 and the TensorFlow platform with scikit-learn, Xgboost, Lightgbm
and Catboost libraries.

The study treated the problem of disease diagnosis as a binary classification task and
evaluated and compared ML-based methods using confusion matrices and four metrics TP,
FP, FN, and TN. The study found that using XGBoost and LightGBM classifiers provided the
highest accuracy, precision, recall, and Fl-score, with LightGBM having a faster training and
prediction time, making it the optimal classifier. The text also explains that Tesla systems with
GPU support are a powerful and cost-effective alternative to traditional high-power
computing systems for image processing and medical diagnostics. Finally, the text provides an
overview of how LightGBM works, using leaf-sage techniques to achieve the optimal number
of leaves in trees and using the minimum amount of data in the tree.

Summarizing, the paper discusses the potential of ML methods as a valuable tool for
COVID-19 diagnosis, specifically in screening with X-ray images, which are less expensive and
faster than PCR testing. We noted that while ML-based methods cannot replace an
experienced medical doctor in the final diagnosis, they can significantly assist in the process,
relieving the burden on health care and improving the diagnostic process. We also emphasized
the importance of explainable Al (xAl) in clinical applications and propose a model using pre-
trained networks (ResNet-18 and DenseNet-121) to perform image classification with an AUC
score of 0.81. The presented model is fast, efficient, and does not require high computing
power, making it suitable for hospital laboratories. We acknowledged the limitations of the
study due to the small number of original images that formed the basis of the used dataset
and called for further cooperation with hospitals to provide more learning data. We also noted
that there are potential future improvements required for the presented model, such as
validation on a larger, different dataset, and implementing xAl to provide explanations for ML-

based decisions.
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My contribution to the research reported in this paper has been conceptualization and
realization of the study. | performed a thorough state-of-the-art approaches analysis.
| collected the necessary datasets for the research and algorithm preparation. | performed the
investigation and compared obtained results to the literature data. | was involved in the
funding acquisition, to publish the results of conducted research. | wrote the original draft of

this paper.
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5.3.Original paper Il — Influence of augmentation on the performance of double
ResNet-based model for chest X-rays classification

The COVID-19 pandemic caused widespread health, mental, and social issues, as well as
overwhelming healthcare systems around the world. Al has been suggested as a tool to aid in
various aspects of the pandemic crisis, including medical diagnosis, drug development, patient
treatment, epidemiology, and socioeconomics. This paper focuses on the use of Al to improve
the diagnosis of COVID-19 patients using chest X-ray scans. The researchers implemented a
baseline transfer learning schema to detect COVID-19 symptoms in X-ray images and tested
different scenarios of augmentation to evaluate their impact on evaluation metrics such as
accuracy, precision, recall, and Fl-score. The proposed system was validated on a dataset of
real data obtained from hospitals, and the results were compared to other state-of-the-art
analytical algorithms. The paper highlights the advantages of augmentation, including its cost-
effectiveness, accuracy, controllability, and ability to overcome data sample limitations and
overfitting problems. The use of Al in COVID-19 diagnosis has the potential to significantly
accelerate the diagnostic process and keep it cost-effective.

The study utilized a balanced dataset of 30,386 chest X-ray images, obtained from various
sources and divided into COVID-19 positive and negative classes. The proposed method used
data augmentation, pre-processing, and classification with a CNN. Seven different data
augmentation approaches were evaluated, including color manipulation, contrast and
brightness adjustment, noise addition, geometric transformation, and rotation. The
albumentations library was used for augmentation, and each group was trained and validated
independently. Pre-processing included resizing and masking using a ResNet34 segmentation
model. The impact of masking on classification metrics was evaluated by running experiments
both with and without segmentation. The study aimed to determine the impact of data
augmentation methods on the final classification result and to improve the model's ability to
generalize.

CNN model, specifically the ResNet18 architecture, was used for the classification task.
The dataset used for training and validation comprised 14,191 healthy images and 16,194
COVID-19 positive images, which were shuffled and divided into subsets. The learning
parameters for the CNN model were experimentally set, including the optimizer (stochastic
gradient descent - SGD), loss function (cross-entropy), number of epochs (200), batch size (16),

and early stopping rounds (10). The method was evaluated using a pre-prepared hospital
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dataset comprising 62 chest X-ray images, with 30 healthy individuals and 32 COVID-19
positive patients confirmed by RT-PCR tests. Four validation metrics, including accuracy,
precision, recall, and Fl-score, were used to evaluate the performance of the proposed
method. These metrics were based on the TP, FP, FN, and TN measures and are considered a
golden standard in ML-based studies.

The model evaluation showed that augmentation improved its performance. The most
promising augmentation technique was mixed augmentation, and masking also significantly
improved the evaluation metrics. The experiments were performed using Nvidia Tesla GPU,
which provided high computing power and was an attractive alternative to traditional
high-power computing systems.

The paper highlights the importance of augmentation techniques for improving the
accuracy of COVID-19 detection on lung X-ray images. The proposed schema of the
augmentation technique involves classical image processing methods and ML techniques,
including transfer learning and GAN-based augmentation. The results show that a
combination of all described groups of augmentations is the most promising approach. The
proposed schema was compared with other state-of-the-art solutions previously proposed,
and it was found to be competitive. Explainability is also discussed, and visual explanation is
proposed for the model's interpretability. The paper concludes by highlighting two possible
future improvements: further explainability improvement and complexity reduction of the
proposed schema to decrease energy consumption and carbon footprint.

My contribution to the research reported in this paper has been conceptualization and
realization of the study. | performed a thorough state of the art analysis. | collected the
necessary datasets for the research and algorithm preparation. | performed the investigation

and compared obtained results to the literature data. | wrote the original draft of this paper.
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Abstract

Background

The SARS-CoV-2 pandemic began in early 2020, paralyzing human life all over the world
and threatening our security. Thus, the need for an effective, novel approach to diagnosing,
preventing, and treating COVID-19 infections became paramount.

Methods

This article proposes a machine learning-based method for the classification of chest X-ray

images. We also examined some of the pre-processing methods such as thresholding, blur-

ring, and histogram equalization.

Results

We found the F1-score results rose to 97%, 96%, and 99% for the three analyzed classes:
healthy, COVID-19, and pneumonia, respectively.

Conclusion

Our research provides proof that machine learning can be used to support medics in chest

X-ray classification and improving pre-processing leads to improvements in accuracy, preci-

sion, recall, and F1-scores.

1 Introduction

The occurrence of the COVID-19 pandemic in 2020 has shaken up the modern world. It has
caused societies to close, crowded streets to become deserted, pubs and clubs to be silenced,
and popular meeting places to die down. Currently, people all over the world are doing their
best to overcome the pandemic’s impact on the social, medical, psychologic, economic, and
industrial aspects of society. Currently, the main screening method for detecting COVID-19
infections is reverse transcriptase-polymerase chain reaction (RT-PCR) testing. The RT-PCR
test can detect SARS-CoV-2 ribonucleic acid (RNA) from respiratory specimens (collected
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through nasopharyngeal or oropharyngeal swabs). In addition, patients suffering from
COVID-19 can also present with abnormalities on chest X-ray images that are characteristic of
infection [1]. This imaging modality is highly available and accessible in many clinical loca-
tions, and it is considered standard equipment in most healthcare systems. Moreover, CXR
imaging is more widely available than CT imaging, especially in developing countries due to
high equipment and maintenance costs. However, X-ray analysis can be time-consuming and
requires highly educated specialists to interpret. But, the use of machine leaming ( ML)-based
methods can improve efficiency, support medics in the diagnosis of COVID-19, speed up the
time to diagnosis, and lighten the already burdened health care system.

At the same time, modern technologies have gathered more interest. Artificial intelligence
(Al) and ML can be used in numerous applications such as cybersecurity [2], pedestrian detec-
tion [3], telemedicine [4], biometrics [5] or sports analytics [6]. Thus, the implementation of
Al'and ML in COVID-19 and other lung diseases seems to be the desired natural progression.

In this article, we present the impact pre-processing can have on the results of a classifica-
tion system. We tested 5 different pre-processing methods and investigated their effect on the
final classification. We conducted the study using a large public dataset. The proposed ML-
based method was able to classify chest X-rays into 3 classes: normal (healthy), COVID-19,
and pneumonia, which can be similar to images of patients infected by COVID-19.

2 Related work

As the COVID pandemic intensified, more investigators focused on automatic lung disease
recognition. Milestones in pre-processing, feature extraction, and assigning a classification
were required to achieve the required results. In addition, improvements were made at each
step of the workflow.

The authors in [7] used a method based on U-NET and ResNet to perform the segmenta-
tion of CT images with an accuracy reaching 95%. The main obstacle in overcoming the seg-
mentation problem is imperfect datasets. As mentioned in [8], medical image segmentation
datasets suffer from scarce and weak annotations. In addition, acquiring the medical image’s
data and annotations can be extremely difficult and expensive. In the article by [9], the authors
proposed the use of a multi-level CNN-based preprocessor. The main reason for using this
preprocessor was to dynamically enhance the lung regions that are useful in detecting
COVID-19. Experiments using ReCoNet for differentiating COVID vs Pneumonia vs Normal
were shown to have an accuracy > 97%. Authors in [10] proposed a novel, hybrid, multimodal
deep leaming system. With the use of Contrast-Limited Adaptive Histogram Equalization
(CLAHE) and a Butterworth bandpass filter, the authors were able to enhance the contrast of
X-ray images and eliminate the noise leading to an accuracy of 99.93%. The article by [11]
highlights that pre-processing can improve a system’s accuracy. In this publication, the visibil-
ity of the diaphragm on the chest X-ray was mentioned. It was observed as a very light object
in the bottom part of the chest. However, experiments using a convolutional neural network
(CNN) reported improved results when the diaphragm was removed from the sample. In [12],
an interesting and efficient approach based on the Bayes-SqueezeNet method was proposed.
What is more, the authors described some details concerning data augmentation. In this spe-
cific study, the augmentation was performed offline using Gaussian blur, sheering, and
decreasing/increasing brightness. The presented experiments provided promising results,
namely an F1 score of 0.983. Mahdy et al. in [13], proposed a method to automatically classify
COVID-19 chest X-rays using a multi-level threshold based on the Otsu algorithm and sup-
port vector machine (SVM). A SVM was also utilized in the article by [14]. In the presented
approach, image enhancement was performed by increasing contrast, the Histogram of
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Table 1. The review of available X-ray datasets for COVID-19 classification.

Name Classes and samph Source
COVID-19 RADIOGRAPHY DATABASE | COVID—3616, Lung opacity—6012, Normal— 102k, Viral | Kaggle
preumonia— 1345

Covidl9 Image Dataset COVID—137, Normal—90, Viral pneumonia—90 Kaggle
Covid-19 X Ray 10000 Images COVID—70, Normal —28 Kaggle
Chest X -ray (Covid-19 & P ia) COVID—576, Normal—1583, Py ia—4273 Kaggle

COVID19 Preumonia Normal Chest Xray COVID—2313, Normal—2313, Pneumonia—2313 Kaggle

PA Dataset
Covid Chestxray Dataset PA view—481, AP view—173, for over 15 different lung | Github
diseases

Covid Patients Chest X -ray COVID—162, Normal— 162 Kaggle

Oriented Gradients was used for features extraction, and Linear Regression and SVM were
implemented for X-Ray classification resulting in an accuracy of 96%.

Models are using neural networks to analyze lung X-rays in cancer [15], pneumonia [16],
and other lung diseases [17]. In the wake of the recent pandemic, deep learning methods have
been used to analyze X-rays of patients potentially infected with the SARS-CoV-2virus. A
standard state-of-art approach using pre-trained CNNs was presented by authors in [18]. In
the evaluation of AlexNet, VGG-16, VGG-19, SqueezeNet, GoogleNet, MobileNet-V2,
ResNet-18, ResNet-50, ResNet-101, and Xception CNNs, the best results were achieved by
Xception and ResNet- 101, with an AUC of 0.994 for both networks and an accuracy of 99.02%
and 99.51%, respectively. The authors in [19] connected pre-trained deep CNN models with
various kernels SVM classifiers. This approach was compared with end-to-end training CNN
models that performed worse. The best results (accuracy of 94.7%) were obtained by ResNet50
and SVM with linear kernels. Authors of [20], compared 3 deep-learning based CNN models,
InceptionV3, Xception, and ResNeXt. Analysis was performed on 6,432 X-ray scans collected
from the Kaggle repository. The highest accuracy was obtained for the Xception model
(97.97%). Authors in [21] also tested InceptionV3 and compared the results with 8 more pre-
trained CNNs. In that study, the overall accuracy for InceptionV'3 was 54.41%, whereas the
highest accuracy was achieved by the VGG 16 model (95.88%). CoroDet, a novel CNN model,
was developed by the authors of [22]. It allows X-ray images and CT scans to be classified into
2, 3, or 4 classes (COVID, Normal, non-COVID viral pneumonia, and non-COVID bacterial
pneumonia) with an accuracy of 99.1%, 94.2%, and 91.2%, respectively.

As the COVID-19 pandemic started, researchers focused on providing datasets for per-
forming scientific experiments. Selected datasets are listed in Table 1. Asone can see, they con-

tain not only COVID-19 chest X-ray images but also images of other lung diseases like
pneumonia and SARS. In ML, the dataset must meet certain requirements. It should be repre-
sentative of the disease and population being studied, consist of a large sample of data points,
and be well balanced. Unfortunately, some of the listed datasets do not meet all of the above-
mentioned requirements.

3 Materials and methods

In this research, we used the dataset available for the public at www kaggle.com/

amanullahasraf/covid19-pneumonia-normal-chest-xray-pa-dataset. It consists of images col-
lected from the GitHub repository, Kaggle, Radiopedia, Italian Society of Radiology (SIRM),
and Figshare data repository websites. The dataset was organized into 3 classes (COVID-19,
pneumonia, and normal) containing posteroanterior (PA) chest X-ray images. A total of 6,939
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Fig 1. Examples of samples from the d Normal (healthy), p iaand COVID-19.

samples were used in the experiment, and 2,313 samples were used for each class. Some exam-
ples of images used are presented in Fig 1.

To verify how the selected pre-processing method affects the final classification result, we

proposed a baseline system. The general overview of this system is presented in Fig 2. The
black box visible in Fig 2 marks the selected pre-processing method. The pre-processing step is
animportant element in the image analysis schema. It can enhance the original image and
reduce noise or unwanted details. In our research, we examined 6 different approaches to pre-
processing:

1.

2

None—the baseline approach is not to use any method apart from size reduction.

Histogram equalization—this method extends the pixel’s intensity range from the original
range to 0to 255. Thus, the enhanced image has a wider range of intensity and slightly
higher contrast.

. Hist. eq. + Gaussian blur—this filter reduces some noise and unwanted details that can be

confusing for the neural network; the filter kernel size was experimentally set to 5 x 5 size.

. Hist. eq. + bilateral filter—this filter also reduces some noise and unwanted details that can

be confusing for the neural network, but its main feature is to preserve edges; the experi-

mentally set up parameters of the filter: diameter = 5, 0, pjor = Ogpce = 75.
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original image

CNN result

Fig 2. The overview of the proposed method.

https:/doi.org/10.1371/journal. pone. 0265949 0002

5. Adaptive masking—in [11] the authors proved that by removing the diaphragm from the
sample it is possible to improve the classification results. In this proposed pre-processing
method, we first found the maximum (max) and minimum (min) intensity of pixels and
then applied the binary thresholding using the threshold expressed in Eq 1. The next step
used morphologic closing. This creates the adaptive mask that after bitwise operation
removes the diaphragm from the source image.

6. Adaptive masking + hist. eq. + Gaussian blur—this method joins adaptive masking with
histogram equalization and Gaussian blur.

threshold = min + 0.9 - (max — min) (1)

At image classification, a CNN was implemented. The CNN model can provide human-like
accuracy in classifying various images (Fig 2). A convolution network can be described as a
chain of convolution layers, with rectified linear unit activation functions, pooling layers, and
batch normalization operations. The architecture of a CNN is analogous to that of the connec-
tivity pattern of neurons in the human brain. In fact, it was inspired by the organization of the
visual cortex. Individual neurons respond to stimuli only in a restricted region of the visual
field known as the receptive field. A collection of these fields overlap to encompass the entire
visual area. The hierarchical network provides high-level feature maps, reduced computation
complexity, and improved generalization ability. The advantages of CNNs have led to their
wide implementation in image processing. For chest X-ray analysis, CNN was implemented in
[23-27]. The neural network used in this paper consists of 12 layers:

Conv2D—it is a convolution layer with 64 filters with dimensions of 3 % 3 and the activation
function ReLU, the dimensions of the input data is also introduced

MaxPooling with a size of2 x 2

Conv2D—it is a convolution layer with 64 filters with dimensions of 3 x 3 and the activation
function ReLU

MaxPooling with a size of 2x2

Conv2D—it is a convolution layer with 128 filters with dimensions of 3 x 3 and the activa-
tion function RelL.U

MaxPooling with a size of 2x2

Conv2D—it is a convolution layer with 128 filters with dimensions of 3 x 3 and the activa-
tion function RelL.U
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MaxPooling with a size of 2x2

Flatten—it is a data flattening layer, it has no additional parameters

Dropout layer—randomly sets input units to 0 with a frequency rate at each step during
training time, which helps prevent overfitting. Inputs not set to 0 are scaled up by 1/(1—
rate) such that the sum over all inputs are unchanged, in this case, the rate equals 0.2

Dense layer—in which each neuron is connected to each neuron of the previous layer with
the unit parameters (positive integer, dimensionality of the output space) equal to 512, with
the activation function ReLU

Dense—with unit parameters equal to 3, with softmax activation function.

The output from the neural network shows the probability of an image belonging to one of
the three classes thanks to the softmax activation function in the last layer. The network selects
the classification with the highest probability and identifies it as the final result. All the experi-
ments were executed using the online Kaggle notebook. There were almost 7,000 samples in
the dataset. We decided to divide the dataset into three disjoint subsets: training-65%, validat-
ing-15%, and testing-20%. All of the experiments were executed 3 times to prove their inde-
pendence from the learning data. Due to a balanced dataset, we did not need any sample
augmentation.

4 Results

The above-mentioned experiments provided some promising results. We used 4 parameters
for the evaluation methods—accuracy, precision, recall, and Fl-score. The parameters were
calculated using a confusion matrix (presented in Fig 3) reporting the number of true positives
(TP), true negatives (TN), false positives (FP), and false negatives (FN). The evaluation param-
eters were calculated using Eqs 2-5.

A - TP+ TN ( 2)
Y =TPYIN + FP + EN
e
Precision = ——— (3)
TP+ FP
TP
Recall = m {4}

n ,  precision - recall 5)
— scorg = 2 ————
precision + recall (

The results without any additional pre-processing resulted in an accuracy of 93% and a
Fl-score in the range of 91% to 96% for the three evaluated classes. Introducing a pre-process-
ing method improved the parameters, for instance, applying histogram equalization raised the
precision, recall, and Fl-score by 2%. Nevertheless, the most promising approach was joining
histogram equalization with Gaussian blurring and adaptive masking. This approach ensured
all evaluated parameters exceeded 97%. The results for each pre-processing method are pre-
sented in Table 2.
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Fig 3. Confusion matrices. Confusion matrices for the experiments varying by the pre-processing method— A: none, B: histogram equalization, C: histogram
equalization + Gaussian blur, D daptive mask, F: adaptive mask + histogram equalization + Ga
http i.0m/10.1371/journal.pone.0
PLOS ONE | hitps:/doi.org/10.137 1/journal.pone. 0265949 April 5, 2022 711

40



PLOS ONE

Pre-processing methods in chest X-ray image classification

Table 2. Obtained results for different pre-processing methods: 1 —none, 2—hist ogram equalization, 3— Gaussian blur + hist. equalization, 4—bilateral filter + hist.
equalization, 5—adaptive masking, and 6—adaptive masking + Gauss. blur + hist. eq.

Method Class A Precisi Recall Fl-score

1 Normal 09754 09753 0.9497 09623
COVID-1 0.9385 0.8566 0.9806 0.9144

Py ia 0.9515 0.9853 0.8680 0.9229

Average 0.9551 0.9390 0.9327 0.9332

2 Normal 0.9712 0.9428 0.9737 0.9580
COVID-19 0.9602 0.9340 0.9482 0.9411

Py ia 0.9812 0.9955 0.9481 0.9712

Average 0.9711 0.9574 0.9567 0.9567

3 Normal 0.9805 0.9757 0.9650 0.9703
COVID-1 0.9725 0.9436 0.9762 0.9597

Py ia 0.9877 0.9933 0.9697 0.9814

Average 0.9802 0.9709 0.9703 0.9704

4 Normal 0.9566 0.9633 0.9759 0.9696
COVID-1 0.9609 0.9199 0.9676 0.9432

Py ia 0.9725 0.9907 0.9264 0.9575

Average 0.9566 0.9580 0.9566 0.9567

5 Normal 0.9559 0.9231 0.9453 0.9341
COVID-19 0.9544 0.9739 0.8877 0.9288

Py ia 0.9667 0.9228 0.9827 0.9518

Average 0.9590 0.9399 0.9386 0.9382

6 Normal 0.9782 0.9692 0.9650 0.9671
COVID-19 0.9761 0.9614 0.9676 0.9645

P ii 0.9949 0.9935 0.9913 0.9924

Average 0.9831 0.9747 0.9746 0.9747

hitps://doi.org/10.1371/joumal.pone.0265949.1002

5 Discussion
5.1 Threads to validity

The presented method is very powerful in diagnosing COVID-19 and pneumonia. However,
there are some issues to keep in mind if this modality is implemented in patient care. The first
issue is responsibility—who is going to be responsible for the ML-based decision? Thus, we
have to specify that the proposed method is not a tool for replacing the educated specialist but
to improve his/her work and support the diagnostic process. Furthermore, to implement the
proposed method, the explainability of the module must be added to the described pipeline.
Explanation of the decisions would be the main task for such a module. It would give the rea-
sons why the sample was classified to a specific class and would be very helpful in marking the
part of the image responsible for the decision. A few explainable ML-based methods have been
published recently (see: [28-30]).

The second issue is the quality of images used in the leaming process. In the presented
approach, the dataset was obtained from numerous sources: Github, Kaggle, Radiopedia,
SIRM, and Figshare data repository websites. We deeply trust that the images provided are
labeled correctly and submitted by an expert. The labeling process seems to be the most chal-
lenging, expensive, and time-consuming part of the chest X-ray image analysis system. Due to
the relatively recent identification of COVID-19, the number of samples in the datasets are
limited. Some commercial projects are working on gathering COVID-19 data (including chest
X-rays), but these datasets are currently not available to the public.
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Table 3. Comparison b the proposed method and SOTA methods.
Ref € Dataset Result
proposed Kaggle Acc. = 98.31%, Prec. = 97.47%, Rec. = 97.46%, F1 =97.47%
Ahmed et. al. [9] GitHub Acc, = 97 48%, Prec. = 97.39%, Spec. = 97.53%, MCC = 92.49%
Al-Waisy et. al. [10] Github, Kagle Acc. = 99.93%, Prec. = 100%, Rec. = 99.90%, F1 = 99.93%
Mahdy et. al. [13] GitHub Acc. = 97 48%, Prec. = 95.276%, Spec. = 99.7%
Ucar et al. [12] arXiv, Kagle Acc. = 98.3%, Prec, = 98.3%, Rec. = 98.3%, F1 = 98.3%

5.2 Comparison to SOTA

The detection of COVID-19 and other lung diseases using chest X-ray imaging has recently
been widely investigated. Table 3 provides detailed results from the current literature. Unfortu-
nately, not all authors evaluate the same set of parameters as in our study, namely: Accuracy,
Precision, Recall, and F1-score. Even though, the provided results prove that our solution is
comparable to other SOT A methods.

6 Conclusions

COVID-19 is a highly infectious disease caused by the most recently discovered coronavirus
and is considered a pandemic according to the World Health Organization. Even though vac-
cines were introduced at the beginning of 2021, there is a strong need for fast and accurate
tools to improve the efficiency of the healthcare system.

In this article, we proposed a novel approach for the fully automated analysis of COVID-19
chest X-ray images using a neural network. Our approach was successful in distinguishing
images into three classes: COVID-19, pneumonia, and normal (healthy). We also presented an
improvement in the proposed method, namely the pre-processing part of the ML-based sys-
tem. In this early step of image analysis, a few crucial operations are performed: adaptive
masking (the part of the image that is very light is removed), histogram equalization, and
Gaussian blur (removes noise and some unwanted details). We proved that the proposed pre-
processing method increases the efficiency of the system as the Fl-score raised from 93% to
over 97%. Our results are comparable to other similar ML-based approaches in the literature,
but there are plenty of pre-processing methods that can improve the efficiency of the system
and be implemented in future work.
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Abstract: Background: This paper presents a novel lightweight approach based on machine learning
methods supporting COVID-19 diagnostics based on X-ray images. The presented schema offers
effective and quick diagnosis of COVID-19. Methods: Real data (X-ray images) from hospital patients
were used in this study. All labels, namely those that were COVID-19 positive and negative, were
confirmed by a PCR test. Feature extraction was performed using a convolutional neural network,
and the subsequent classification of samples used Random Forest, XGBoost, LightGBM and CatBoost.
Results: The LightGBEM model was the most effective in classifying patients on the basis of features
extracted from X-ray images, with an accuracy of 1.00, a precision of 1.00, a recall of 1.00 and an F1-
score of 1.00. Conclusion: The proposed schema can potentially be used as a support for radiologists
to improve the diagnostic process. The presented approach is efficient and fast. Moreover, it is not
excessively complex computationally.

Keywords: features extraction; X-ray images; COVID-19; machine learning; image processing

1. Introduction

COVID-19 is a disease caused by the SARS-CoV-2 virus. It has a wide range of
symptoms, most of which affect the respiratory tract. It can lead to serious inflammation
of the lungs and, consequently, pneumonia [1]. The COVID-19 pandemic has exposed
healthcare problems around the world. The large number of patients to diagnose and the
limited number of tests and staff available turned out to be a significant problem. As a result,
the number of diagnostic tests performed was very often too low. The diagnostic method
that turned out to be the gold standard for the confirmation of SARS-CoV-2 infection
was the polymerase chain reaction (PCR) test. However, this method is not error free
and sometimes gives false results [2]. Another difficulty comes from the fact that some
people, despite being infected with the SARS-CoV-2 virus, do not develop symptoms of the
disease [3] and are not referred for PCR testing. This can cause problems with the correct
diagnosis of the disease. Despite its latency, the disease can cause serious changes in the
lungs. In these cases, the diagnosis is possible on the basis of an X-ray of the lungs. For
this reason, machine learning methods have been used to detect COVID-19 infections on
X-ray images. Methods based on machine learning (ML) turned out to be effective and
useful during the analysis and assessment of the impact of diseases (e.g., COVID-19 or
preumonia) on X-ray images of the lungs [4-6]. The major contributions of this paper are
as follows:

*  We propose a novel approach to chest X-ray image analysis in order to diagnose
COVID-19 using an original CNN-based features extraction method.
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* We obtained a new dataset containing samples from confirmed COVID-19 cases as
well as from uninfected patients. The infection status of both groups was confirmed
by a PCR test. We performed an augmentation in order to increase the dataset’s size.

s  We implemented the proposed features extraction for different classifiers, obtaining
promising results.

Further parts of this paper are constructed in the following manner: (a) a brief review
of the state-of-the-art is presented in Section 2; (b) in Section 3, we describe the dataset,
augmentation process and the proposed approach to the classification; (c) in Section 4,
we present the obtained results; (d) in Section 5 (the Discussion) we compare our results
with other state-of-the-art approaches, we pull out some conclusions, and we present
perspectives for future work on this topic.

2. Related Work

To combat the challenges posed by the pandemic to the healthcare service,
Khan et al. [7] proposed a deep-leamning-based method of accurate and quick diagno-
sis of COVID-19 using X-ray images. They proposed a method consisting of two novel deep
learning frameworks: Deep Hybrid Learning (DHL) and Deep Boosted Hybrid Learning
(DBHL). The use of both of these frameworks led to an improvement in their COVID-19
diagnostic methods. The result was a model capable of identifying COVID-19 in X-ray
images with over 98% accuracy on a previously unseen dataset. This method has been
shown to be effective in reducing both false positives and false negatives and has proven to
be a useful supportive tool for radiologists.

Tahir et al. [8] proposed a model based on a convolutional neural network (CNIN)
capable of lung segmentation and localization of specific changes caused by COVID-19.
The dataset used consisted of nearly 34,000 X-ray images, including lung images of people
with COVID-19 and pneumonia and of healthy people. An important element of the study
was the appropriate marking of photos by specialists. This method recognized COVID-19
and its effects on the lung image with sensitivity and specificity values over 99%.

In [9], Brunese et al. used transfer learning to create a model capable of detecting
COVID-19 changes in X-ray images of the lungs. This model is applicable (1) to the
classification of healthy people and patients with changes in lung X-ray images; (2) to
distinguish between COVID-19 and other lung diseases; and (3) to distinguish lung lesions
caused by the SARS-CoV-2 infection. This model was based on the VGG-16 (16-layered
convolutional neural network) and underwent transfer learning. This study included
6523 X-ray images from healthy individuals, patients with various lung diseases and
patients with COVID-19. The model trained on this dataset achieved a sensitivity equal
to 0.96 and a specificity of 0.98 (accuracy of 0.96) for distinguishing between healthy
individuals and patients with lung diseases, and a sensitivity of (.87 and a specificity equal
to 0.94 (accuracy of 0.98) for distinguishing lung diseases from COVID-19. The image
analysis process itself is extremely fast and takes only about 2.5 s. The data presented by
the authors indicate that the developed model achieves good and reliable results.

Chakraborty et al. [10] presented a COVID-19 detection method based on a Deep
Learning Method (DLM) using X-ray images. The authors used different architectures
of deep neural networks in order to achieve optimal results. They combined several pre-
trained models such as ResNet18, AlexNet, DenseNet, VGG16, ete. This approach showed
to be effective and cost significantly less than standard laboratory diagnostic methods.
The dataset consisted of 10,040 chest X-ray images, which included a normal/healthy
population, COVID-19 patients and patients with pneumonia. The presented modelwas
highly accurate (96.43%) and sensitive (93.68%). This work showed the high usefulness
of ML models for determining changes in X-ray images, which can facilitate the work of
radiologists who, as a result of this quick method, can refer patients directly to treatment.

Civit-Masot et al. [11] noted that traditional tests to identify SARS-CoV-2 infection are
invasive and time consuming. Imaging, on the other hand, is a useful method for assessing
disease symptoms. Due to the limited number of trained medical doctors who can reliably
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assess X-ray images, it is necessary to invent ways to facilitate this type of assessment.
The authors used the VGG-16-based Deep Learning model to identify pneumonia and
COVID-19. The presented results indicate high accuracy (close to 100%) and specificity of
the model, which qualify it as an effective screening test.

It is also worth mentioning that ML-based methods can support not only radiology
specialists. In [12], we can see the transfer learning approach to discovering the impact
of the stringency index on the number of deaths caused by the SARS-Cov-2 virus. As
presented in [13], ML can be also implemented in order to predict the COVID-19 diagnosis
based on symptoms. Statistical analyses revealed that the most frequent and significant
predictive symptoms are fevers (41.1%), coughs (30.3%), lung infections (13.1%) and runny
noses (8.43%). A total of 54.4% of people examined did not develop any symptoms that

could be used for diagnosis. Moreover, ML can also be a useful tool in vaccine discovering,

as presented in [14].

Recently, numerous ML-based approaches for rapid diagnostics have been published.
In addition, they have gathered increasingly more attention from some government and
international agencies. Forexample, the European Commission published a White Paper
entitled ‘On Artificial Intelligence—A European approach to excellence and trust [15].
Seven key requirements were identified and are described in the document:

Human agencies and oversight;

Technical robustness and safety;

Privacy and data governance;
Transparency;

Diversity, non-discrimination and fairness;
Societal and environmental well-being;
Accountability.

The following statement in the EC publication is worth noting: Al can and should
itself critically examine resource usage and energy consumption and should be trained
to make choices that are positive for the environment. It follows from the above citation
that it is extremely important to focus on providing solutions that are not only cost and
time effective but also that spare energy used for computations. This kind of approach
to Al has become introduced as the ‘GreenAl’ [16] and has gathered increasingly more
attention recently [17]. Research working on the GreenAl have also proposed some novel
metrics [18]. As a result of this metric, researchers can compare not only the accuracy and
precision of the proposed method, but also its sustainability and eco-friendliness.

3. Materials and Methods
The general overview of the proposed method is presented in Figure 1. The image

presents an example of the data obtained from the hospital and some consequential steps:

the augmentation process and pre-processing of the sample. In Figure 1, the features
extraction and classification steps are presented. Finally, the proposed method gives the
answer of “true” for the COVID-19-positive sample and “false” for the healthy sample.

Each step of the process is described in detail in this section. All experiments were carried
out with the use of Python 3.7 and the TensorFlow platform. Among others, we used the
following libraries: scikit-learn, Xgboost, Lightgbm and Catboost.

3.1. Dataset

In this research, anonymized real data were used. The data were obtained from
Antoni Jurasz University Hospital No. 1 in Bydgoszcz, Department of Radiology and
Imaging Diagnostics. A total of 60 chest X-ray images were obtained; 30 were from healthy
individuals, and 30 had COVID-19 confirmed by a PCR test. The images were provided in
the DICOM format. The images were in a raw form, without masks. Some samples from
the dataset are presented in Figure 2.
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Figure 1. The following steps of processing in the proposed method: data acquisition, data augmen-
tation, sample pre-processing, features extraction and binary classification of COVID-19 as positive

or negative (healthy).

Figure 2. The exemplary images from the dataset divided into two classes: Healthy and COVID-19
confirmed by a PCR test.

3.2. Data Augmentation

In order to perform training, the dataset was divided into 3 disjointed subsets: the
training set (80%), validation set (10%) and testing set (10%). Unfortunately, the quantity
of samples was not enough to use any ML technique. Thus, we decided to use augmen-
tation for increasing the size of the training dataset. As a result of the augmentation,
10 samples from one single image were obtained. The initial proper balance in the dataset
was unchanged, and as a result, the dataset was still well balanced. The following methods
for augmentation were implemented:

e rotations—1°%, 2° and 3° both clockwise and anti-clockwise;
e noises—a random Gaussian noise and a salt and pepper noise were added;
e zooming out—the image was resized to obtain 95% of its original size.

3.3. Data Pre-Processing

First of all, the samples were moved to grayscale images and were normalized. The
goal of normalization was to improve the quality of the images, e.g., by enhancing the
contrast, as described in [19]. The data obtained from the hospital were not masked.
Thus, the essential step of processing was to provide proper masks to help in selecting the
region of interest. The goal of this step was to prevent the ML-based model from learning
information that is useless from the point of view of COVID-19 diagnostics, such as images
of a collar bone or a stomach. Hand crafting masks would be time consuming, and itwould
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require the involvement of a specialist. On the other hand, proposing a novel method
of segmentation can be treated as a separate scientific problem, as presented in [20,21].
Therefore, it was decided to use the pretrained model, which is widely available and very
powerful in masking X-ray images [22].

3.4. ML-Based Methods

ML-based methods were used in two steps of processing, namely features extraction
and classification. As a baseline, a convolutional neural network (CNN) was used for both
steps. Then, almost the same CNN architecture was used solely for extracting features,
since it was reported as very promising and efficient [23,24].

The features extraction step can be anessential one for the whole image processing
system. It can reduce the complexity of the problem, and consequently, it can make the
proposed approach more efficient, require less computing time and, therefore, more eco-
friendly. The general schema of the CNN is presented in Figure 3. The input in this
architecture was grayscale images with sizes of 512 x 512 pixels. Then, three pairs of
convolutional layers and max pooling layers were used. Each of them was responsible for
performing operations between the filters and the input of each corresponding layer. The
convolutional layers consisted of 64, 128 and 256 filters, respectively. On each layer, an
ReLU activation function was used to implement and perform nonlinear transformations.
Then, the flattened layer and the dense layer were used. The proposed neural networks
against the dense layer neuron quantity were examined. The values, with a range of [5,200],
were tested. Involving the validation subset, it was observed that the most promising
was using 57 features. This features extraction type was qualified for further research
and development. Then, numerous classifiers were examined: XGBoost [25], Random
Forest [26], LightGBM [27] and CatBoost [28]. It was decided to use these classifiers
due to some reasons. First of all, they are tree-based algorithms, and they perform very
well in binary classification problems. Secondly, they have been already used in similar
applications, as presented in [29-31], providing promising results.

Conv2D
(filters = 64, strides = 2,
activation = Relu)

L . t ¥

Conv2D Dense
(filters = 265, strides = 2, {output =57,
activation = ReLu) activation = ReLu)

L 2 1t ¥

Conv2D MaxPoaln Dense
(filters = 128, strides = 2, (pool size = (3.3) stfldes -3) [output =2,
activation = Relu) P TR - activation = softmax)

MaxPooling

Flatt
(poal size = (3,3, strides = 3} atten

MaxPooling
(pool size = (3,3), strides = 3)

Figure 3. The architecture of the CNN used in the research. In dashed lines, the added Dense network
was in solely a CNN-based approach.

The approach based on solely CNN both for features extraction and for classification
had one change in the architecture. In this case, the next dense layer with the softmax
activation function (presented in Figure 3 in dashed line) was added. It enabled the binary
classification of COVID-19 positive or negative. This approach was trained, validated and
tested using the above-mentioned training, validation and testing datasets, respectively.
The training parameters were: 50 epochs, a learning rate equal to 0.00001 and a loss function
set to SparseCategorical Crossentropy.
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4. Results

Since the hospital data represent two classes (COVID-19 positive and healthy), the
problem of the disease diagnostics can be treated as a binary classification. In this research,
the confusion matrices were used in order to evaluate and compare the ML-based methods.
Four measures were defined, as follows

®  TP—true positives—COVID-19-infected patients classitied as sick;

e  FP—false positives—healthy patient images classified as COVID-19 infected;
*  FN—false negatives—COVID-1%-infected patients classified as healthy;

*»  TN—true negatives—healthy patients classified as healthy.

Each model in the research was evaluated using accuracy (Equation (1)), precision

(Equation (2)), recall (Equation (3)) and Fl-score (Equation (4)), which use the above-
mentoned measures of TE FP, FN and TIN.

TP +TN
A T INT PP N ()
.. P
Precision = Tr"——kar (2:]
"
Recall = m, ("})
Fl-score = 2 - Precision - Recall )

Precision + Recall

All experiments were performed using a Tesla with GPU support. As a result of its
enormous computing power, low price, relatively low demand for electricity and the CUDA
environment support, Tesla systems have become an attractive alternative to traditional
high-power computing systems, such as CPU clusters and supercomputers. This kind of
device can be extremely helpful in image processing and also in medicine diagnostics.

The obtained results from all the experiments are provided in Table 1. All the evaluated
metrics are given: accuracy, precision, recall and F1-score. The approach using the CNN
both for features extraction and for classification provided the less promising results.
Two examined classifiers provided the highest results: XGBoost and LightGBM, with
accuracy = 1.0, precision = 1.0, recall = 1.0 and Fl-score = 1.0. For selecting the optimal
classifier for the presented solution, the computational time for both classifiers, namely the
training time and prediction time for a single image, was compared. It was decided to use
this parameter for optimization because the goal was to provide a light, sustainable and
eco-friendly solution. For XGBoost, the average training time was equal to 242 ms, and
the prediction time for a single image was above 11ms. For LightGBM, those times were
132 ms and less than 2 ms, respectively. That is why LightGBM is marked in bold in Table 1.

Table 1. Obtained results: accuracy, precision, recall and Fl-score for all experiments.

F. Extractor Classifier Accuracy Precision Recall F1-Score
CNN CNN 0.86 0.75 1.00 0.86
CNN XGBoost 1.00 1.00 1.00 1.00
CNN Random Forest 0.91 0.86 1.00 092
CNN LightGBM 1.00 1.00 1.00 1.00
CNN CatBoost 0.91 0.86 1.00 092

One could ask ‘what makes LightGBM faster than XGBoost?'. The following are the
features of LightGBM that affect its effectiveness and the mathematics (Equation (5)) behind
LightGBM that allow one to understand the answer to this question [32,33].

Vid) =~ (5)
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where 4 = {x€A:x;<d}, Ay = {xeA:x;>d}, BB = {x;€B:x;<d},
= {x,- €B:x; > d}, d is the point in the data where the split is calculated to find

the optimal gain in variance and the coefficient l—g—“ is used to normalize the sum of the

gradients over B back to the size of AC.

' LightGBM produces trees and finds the leaves with the greatest variance to perform

division with the use of leaf-sage techniques. Light GBM achieves the optimal number of

leaves in the trees and uses the minimum amount of data in the tree.

5. Discussion

ML methods can be valuable tool for COVID-19 diagnosis. ML-based methods cannot
replace an experienced medical doctor in the final diagnosis, but they help significantly in the
process, relieving the burden on health care and improving the diagnostic process. Screening
with X-ray images is less expensive and faster than PCR testing [34]. This is one of the reasons
why it is worth developing ML-based techniques to assist specialists in diagnostics.

In [35], the authors paid particular attention to the explainability AT (xAl), as it is
essential in clinical applications. Explainable approaches increase the confidence and trust
of the medical community in Al-based methods. They noted that X-ray imaging was not a
method of choice when diagnosing COVID-19. However, the changes visible in the X-ray
images of the lungs allow for the detection of pathological changes at an early stage of their
development. For this reason, the authors indicated the usefulness of models supporting
rad.mlngﬂt% in their work and improving the decision-making process. The dataset of X-ray

images used by the authors contained nearly 900 X-ray images of both COVID-19 patients
and healthy patients, which was a significantly bigger dataset than that presented in this
paper. Therefore, it could learn a wider range of differences between the images. In this
work, the authors used pre-trained networks (ResNet-18 and DenseNet-121) to perform
image classification with the best AUC score of (L81. The sensitivity and specificity results
obtained by authors were significantly lower than ours, however, which may be caused
by dataset size differences. The model proposed in this research is fast, efficient and does
not require high computing power; thus, it can be used in ordinary computers in hospital
laboratories. The presented model obtained satisfactory results of evaluation metrics,
which confirm its accuracy. These results are comparable and potentially better than those
reported in the state-of-the-art review (Section 2). Some detailed results provided in the
literature are presented in Table 2. However, our concern remains on the small number of
original images that formed the basis of the database used. We believe that the method of
data augmentation used may introduce bias; however, with such a small amount of data,
this step was necessary. We believe that this is an aspect that could be improved in the
course of further cooperation with hospitals that would provide more learning data.

Table 2. Results compared to other state-of-the-art methods, namely accuracy, precision, recall,
Fl-score and AUC. The results not provided by the authors are marked with *-".

Authors Method Acc. Prec. Rec. F1 AUC
Rajagopal [27] CNN +SVM 0.95 0.95 0.95 0.96 -
Jinior et al. [30] VGG19 + XGBoost 0.99 0.99 0.99 0.99 -
MNasari et al. [29] DenseNet169 + X GBoost 0.98 0.98 0.92 0.97 -
Ezzoddin et al. [36] DenseNetl69 + LightGBEM 0.99 0.99 1.00 0.99 -

Laeliet al. [258] CNN + RF 0.99 - - - 0.99

Proposed CNN + LightGBM 100 1.00 1.00 1.00 1.00

Table 2 presents numerous approaches providing comparable results. It is essential
to mention that some of them are based on very complex architectures, use an extremely
big number of training parameters, need excessive computational power and require long
training. However, we decided to use fewer than 60 features and a light, fast classifier in
our approach. Thus, the approach proposed in this paper is lightweight, efficient and fast.
In the literature, we can observe very complex and resource-consuming approaches (such
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as COVID-Net, as proposed in [37], or ResNet, as implemented in [38]). It is worth empha-
sizing that the proposed solution is lighter but still equally or more efficient. Unfortunately,
it is very difficult to compare the eco-friendliness of different computing-based diagnostic
approaches, as it is not customary to provide such information in scientific publications.
Hopefully, in the near future, the sustainability of the proposed methods will become more
significant for researchers and editors.

We are also aware that there are some future improvements required for the presented
model. It is necessary to validate the model on a larger, different dataset. X-ray images
made with the use of various equipment exhibit different features, which may be an obstade
to the universality of the presented model. Itis worth checking how the model performs
on a new set of data from the same hospital and, alternatively, on a set from a different
source. Likely, the additional pre-processing can help to make all samples uniform. Another
potential extension of this work is providing the xAl Its main aim is not only giving the
classification but also providing an explanation of why such a decision was made by a
ML-based method. Implementing the xAl can allow radiologist doctors to evaluate the
model and verify whether it makes the decisions based on real COVID-19 lesions.
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Abstract

Purpose: A pandemic disease elicited by the virus SARS-CoV2 has become a serious health issue due to
infecting millions of people all over the world. Recent publications proof that artificial intelligence (AI) can be
used for medical diagnosis purposes including X-ray images interpretation. X-ray scanning is relatively cheap
and scan processing is not computationally demanding.

Material and methods: In our experiment a baseline transfer learning schema of processing the lung X-ray
images, including augmentation, in order to detect the COVID-19 symptoms was implemented. Seven different
scenarios of augmentation were proposed. The model was trained on a dataset consisting of more than 30,000 X-
ray images.

Results: The obtained model was evaluated using real images from one of the Polish hospitals, with the use of
standard metrics, and achieved accuracy = 0.9839, precision = 0.9697, recall = 1.0000, and F1-score = 0.9846.

Conclusions: Our experiment proved that augmentations and masking could be important steps of data pre-
processing and could contribute to improvement of the evaluation metrics. As medical professionals often tend to
lack confidence in Al-based tools, we have designed the proposed model so that its results would be explainable
and could play a supporting role for radiology specialists in their work.
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Introduction

A pandemic disease elicited by the
virus SARS-CoV2 has caused serious (health,
mental, social etc.) issues by infecting millions
of people all over the world. It was reported
that more than 200 countries have been
affected by the coronavirus pandemic. Apart of
causing disease symptoms (like: fever, fatigue,
cough, and respiratory distress) the COVID-19
pandemic caused a failure in the health
services due to the lack of medical staff or
overloading entire  healthcare  systems.
However, recent publications suggest that
artificial intelligence (Al) could be used to aid in
various aspects of pandemic crisis including:
medical diagnosis, novel drug development,
patient  treatment, epidemiology, and
socioeconomics[1].

Even though the 'golden standard' for
COVID-19 diagnosis is RT-PCR (reverse
transcription-polymerase chain reaction) test,
the radiological screening, such as lungs CT
scans or lungs X-ray, can help to monitor the
disease and quickly isolate infected people.
However, the increased number of COVID-19
patients and the need for manual analysis of
chest X-ray imaging imposed a significant
burden on medical staff. Therefore, intelligent
technologies could improve greatly the
disease's diagnosis procedures. X-ray analysis
may be reported as less accurate than CT scans
but at the same time X-ray scanning is less
expensive and data processing is less
computationally demanding. An automated
system of COVID-19 diagnostics based on X-ray
scans could work continuously, analyzing input
data relatively fast and without breaks. As the
result, such a system could significantly
accelerate the diagnostic process for COVID-19
patients and keep it cost effective.

The aim of this paper were as follows:

e to implement a baseline transfer
learning schema of processing the lung
X-ray images in order to detect the
COVID-19 symptoms;

e to test different scenarios of
augmentation and evaluate them in
terms of obtained improvements in
evaluation metrics, such as Accuracy,
Precision, Recall, and F1-score;

e to use augmentation scenarios in two
modes: with and without
segmentation and to assess the
influence of segmentation on the
model effectiveness;

e to validate the proposed system on a
dataset containing real data obtained
from the hospital (COVID-19 or healthy
lung X-ray images confirmed with a RT-
PCR test);

e to compare the obtained results to
other, state-of-the-art ~ analytical
algorithms.

In this research we focused on the
influence of augmentation on the performance
of lung X-rays classification. Augmentation can
help in overcoming the limitation of data
samples in particular image datasets. Khalifa et
al.[2] describe the following advantages of
augmentation: 1) It can be an inexpensive way
of gathering more data when compared with
regular data collection with its label
annotation; 2) It can be very accurate, as it is
originally generated from ground-truth data; 3)
It can be controllable, so that it is possible to
generate well balanced data; 4) It can help in
overcoming the overfitting problem; 5) It can
provide better testing accuracy.

Materials and methods

In this study, we utilized a dataset that
can be found on the website
https://www.kaggle.com/datasets/andyczhao/
covidx-cxr2. The example of use and detailed
description were provided by Wang et al.[3].
The dataset included images obtained from
various sources such as the GitHub repositories
and Open Radiology Database (RICORD). All
images were anonymized. The images were
divided into two categories: COVID-19, and
normal, and all of them were postero anterior
(PA) chest X-rays. A total of 30,386 images were
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used in the experiment. The dataset can be
treated as balanced because there were
~16,000 samples in 'COVID-19 positive' class
and ~14,000 samples in 'COVID-19 negative'
class.

Some examples of images from the
dataset and the general overview of the
proposed method are presented in Figure 1. It
shows the following steps of the proposed
pipeline: augmentation, pre-processing
(normalization and masking by ResNet34), and
classification using ResNet18's pretrained
convolutional neural network. Finally, the
proposed method gives the answer of “true' for
the COVID-19-positive sample and ‘false' for
the healthy sample. Each step of the process is
described in detail in paragraphs below. All
analyses were carried out with the use of
Python 3.7 and the PyTorch platform. It is worth
noting that in pre-processing part masking is
marked with dashed line. It is to emphasize that
we performed some experiments with and
some without masking.

~

Color

an increase in the size of the dataset, thus, it
could possibly contribute to the improvement
of the model evaluation metrics. The
augmentation can also improve the model's
ability to generalize. In our study, we evaluated
seven different data augmentation approaches:

e None — no augmentation methods
were used in the baseline approach.

e Group 1 — manipulating the color of
the image; this group of methods
consists of:

o RandomGamma - applying
random gamma correction to
the image to change the
overall brightness.

o Colorlitter - applying random

changes in brightness,
contrast, saturation, and hue
to the image.

o ToGray - converting the image
to grayscale.
e Group 2 — manipulating the contrast
and brightness of the image; this group
of methods consists of:

O PyTorch

Cont. & Brigh.

: Masking (ResNet34)

HEALTHY

Geometric

Rotations

Mixed

Figure 1 Pipeline of the proposed architecture: images
from the dataset, 7 options of augmentation, pre-
processing (resizing and masking) and classification
performed by ResNet18 and finally the result: positive or
negative.

Data augmentation and pre-processing

We proposed a baseline system to
determine the impact of the chosen data
augmentation method on the final
classification result. Data augmentation is an
important step in image analysis as it allows for

_____ i I

COVID-19

Classification

(ResNet18)
o CLAHE (Contrast Limited
Adaptive Histogram

Equalization) - adjusting the
image intensity to improve the
contrast and visibility of the
lung structures.

o RandomBrightness - adjusting
the brightness of an image by a
random amount.
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o RandomContrast - adjusting
the contrast of an image by a
random amount.

o Sharpen - sharpening the
image to increase its contrast
and highlight details.

Group 3 — this group of methods adds
noises to the image. All used
parameters of the noises were set
experimentally:

o MotionBlur - adding blur to the
image to simulate motion blur;
blur limit was set to 5.

o MedianBlur - blurring the
image by replacing each pixel's
value with the median value of
the pixels in its neighborhood,
blur limit was set to 3.

o Blur - blurring the image using
a box filter, blur limit was set to
4.

o GaussianBlur - blurring the
image using a Gaussian filter
with kernel (3,7);

Group 4 — this group of methods
applied geometric transformations to
the image:

o ElasticTransform - applying a
non-rigid deformation to the
image using displacement
fields.

o OpticalDistortion - applying
distortion to the image to
simulate lens distortion.

o GridDistortion - applying a grid
distortion to the image,
simulating distortions that can
occur in images captured
through a grid or mesh.

e Group 5 — rotating an image by a fixed
angle to simulate different orientations
of the image; images were rotated by
angle in range $<-3,3>$ expressed in

degrees.
o Mixed — a mix of all
mentioned augmentation
methods.

Figure 2 Examples of augmentation techniques. A:
baseline and modified images G1, B: baseline and
modified images G2, C: baseline and modified images G4,
D: baseline and modified images G5.

All the used methods come from the
albumentations library[4]. Models for each of
the seven groups were trained and validated
independently. At each epoch, one
augmentation was randomly (with equal
probability) selected from among those
available in the group. Only the training data
was augmented. Examples of images created
by augmentation are presented in Fig.2. In the
forementioned Fig.2 baseline images with their

58



modifications from selected group (G1 - color
modification, G2 - contrast and brightness
modification, G4 - geometric operations, G5 -
rotations) are given. As visible, the differences
between the baseline and the modified image
are sometimes difficult to be observed with
human eye. But, for the computer vision and
understanding they are sufficiently different.

In view of studying the impact of
augmentation methods, we decided to limit
pre-processing methods to resize and apply
masks with use of pretrained segmentation
model ResNet34[5]. However, in order to
evaluate the influence of masking on the
classification metrics, we decided to run all
experiment twice: with and without
segmentation.

ML-based methods

For classification task the CNN was
implemented. In order to focus on
augmentation point of the research, pretrained
CNN was used - ResNet18[5]. ResNet is a type
of CNN, which popularity continously
increases, also in COVID-19 detection from X-
rays[3], [6]-[8]. The whole dataset (14,191
images representing class healthy and 16,194
images representing class COVID-19) were
shuffled and divided into training and
validation subsets. Some more detailed
experimentally set learning parameters were:

e optimizer - SGD (stochastic gradient
descent);

e |oss function - cross entropy;

e number of epochs - 200;

e batch size - 16;

e early stopping rounds - 10.

Method's evaluation

The method was evaluated on a pre-prepared
hospital dataset available at
https://github.com/UTP-WTIiE/Xray_data.git
and previously described and used in[9].
Images from this dataset are anonymized
realistic data. They were obtained from Antoni
Jurasz University Hospital No. 1 in Bydgoszcz,

Department of Radiology and Diagnostic
Imaging. A total of 62 chest X-ray images were
obtained; 30 came from healthy individuals,
and 32 came from COVID-19 positive patients,
confirmed by a RT-PCR test. The images were
provided in a raw form, without masks. The
dataset was introduced and described in[9].
Each model in this research was evaluated
using four validation metrics as follows:
Accuracy (Eq. 1), Precision (Eq. 2), Recall (Eq. 3),
and Fl-score (Eq. 4), which use the below
mentioned measures TP, FP, FN, and TN. These
metrics can be treated as a golden standard in
ML-based studies. They can help also in
comparison of the proposed method to the
state-of-the-are results.

e TP - true positives - COVID-19 patient
classified as sick;

e FP —false positives - COVID-19 patient
classified as healthy;

e FN - false negatives - healthy patient
classified as sick;

e TN - true negatives - healthy patient
classified as healthy.

TP +TN (1)
TP +TN + FP + FN
TP

Precision =

Accuracy =

TP + FP

Recall = i
AT TP FN

precision X recall  (4)

Fl1—score =2————
precision + recall

Results

All experiments were performed using the
Nvidia Tesla with GPU support. Thanks to its
enormous computing power, low price,
relatively low demand for electricity, and the
CUDA environment support, Tesla systems have
become an attractive alternative to traditional
high-power computing systems, such as CPU
clusters and supercomputers. This kind of
devices can be extremely helpful in image
processing especially in medicine diagnostics.

The results obtained from all augmentation
experiments are provided in Table 1. All the
evaluated metrics are given: accuracy,
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precision, recall, and Fl-score. Clearly, the
augmentations can improve evaluation
metrics. For example F1 metrics value raised
from 87.5% (no augmentation, non-masked) to
over 95% (mixed augmentations, non-masked).
None of the proposed augmentation schema
resulted in lowering the evaluation metrics.
The most promising scenario both for masked
and non-masked images was the last one i.e.
with  mixed augmentations. It is also
noteworthy that masking can significantly
improve the evaluation metrics (raising F1 from
95.2% to 98.5%).

Table 1 The results obtained for the selected
augmentation methods. The most promising results,
achieved on masked data with mixed augmentation, are
highlighted in bold.

Masked data

Augmentation

techniques e.g. GAN (Generative Adversarial
Network). First approach is further less
complicated computationally but surprisingly
effective. GAN-based augmentation was
described by Bargshady et al.[11]. In this paper
the CycleGAN architecture performed an
image-to-image translation. Then, the whole
augmented dataset is used for training the
finetuned, pretrained Inception V3 network
resulting in an accuracy over 94%[11].

Another key Al-based element in our
research is transfer learning. This is an
approach extremely useful for image
classification. It can be very powerful when the
dataset is not sufficiently big. Moreover, using
transfer learning allow creation of a very

Non-masked data

Accuracy | Precision | Recall | F1- Accuracy | Precision | Recall | F1-
score score
None 0.9032 0.9063 0.9063 | 0.9063 | 0.8710 0.8750 0.8750 | 0.8750
Rotation 0.9516 0.9677 0.9375 | 0.9524 | 0.9194 0.9355 0.9063 | 0.9026
Color 0.9516 0.9677 0.9375 | 0.9524 | 0.9194 0.9355 0.9063 | 0.9026
Contrast and | 0.9355 0.9667 0.9063 | 0.9355 | 0.8871 0.9032 0.8750 | 0.8889
Brightness
Geometric 0.9516 0.9677 0.9375 | 0.9524 | 0.9194 0.9355 0.9063 | 0.9026
Noises 0.9516 0.9677 0.9375 | 0.9524 | 0.9194 0.9355 0.9063 | 0.9026
Mixed 0.9839 0.9697 1.0000 | 0.9846 | 0.9516 0.9677 0.9375 | 0.9524
complicated model  without  extreme
computations.  Transfer  learning  uses
Discussion pretrained network, making the learning

The augmentation methods can be very
important element of the data pre-processing
in the image analysis system that improves the
obtained results[10]. In this paper we
presented the baseline schema of COVID-19
detection on lung X-ray images and improved it
by proposing very powerful augmentation
technique. However, it should be mentioned
that the utility of the augmentations vary, thus
making some augmentations more and some
less useful. In the proposed schema the most
promising approach was to join all described
groups and to implement them together.

In general, in the image analysis domain
the augmentation can be performed by some
image processing methods (classical
augmentation) or by machine learning (ML)

process far shorter.

As described by Dogan et al.[12], three
most excessively used ML-based architectures
in researches concerning COVID-19 were:
convolutional neural networks (CNN), random
forest (RF), and ResNet. Whereas for large-scale
image classification problems the most often
used architectures were pre-trained networks:
ResNet, UNet, VGG, Xception, GoogleNet, and
XGBoost classifier.

Khan et al.[13] proposed the Deep
Boosted Hybrid Learning (DBHL) architecture
for effective COVID-19 detection in X-ray lung
images. This approach used transfer learning
and augmentation. The proposed framework
was evaluated on radiologists' authenticated
chest X-ray data with satisfying results
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(accuracy=98.5%, F1-score=98.0%, and
precision=98.0%).

Rahman et al.[14] evaluated the
importance of the pre-processing step of the
ML-based system. Various transfer learning
approaches (e.g. Resnet, DenseNet,
InceptionV3) were compared with image
enhancement methods, such as: histogram
equalization, contrast limited adaptive
histogram  equalization  (CLAHE), image
inversion, Gamma correction, balance contrast
enhancement technique (BCET). Since the used
dataset was not balanced, the augmentation
was implemented. For segmentation issue the
U-net architecture was used. It was observed
that DenseNet201 was the best performing
network for the segmented lung CXR images in
COVID-19 detection using gamma-corrected
samples. The network achieved
accuracy=95.11%, precision=94.55%,
recall=94.56%, and F1-score=94.53%.

Motamed et al.[15] used GAN (IAGAN
and DCGAN) for augmentation and
classification, on a dataset from GitHub/IEEE
and a second dataset of images of patients with
pneumonia. The authors did classification
including three classes (healthy, pneumonia,
COVID-19). For comparison, the authors
performed standard augmentations using
random rotations in the range of 20 degrees,
width and height shift in the range of 0.2 and
zoom in the range of 0.2. In this way, eight new
images each were generated, augmenting the
dataset. On the COVID-19 dataset, the best
ROC score obtained using IAGAN was 0.76,
while baseline was 0.74, and typical
augmentation was 0.75. The approach
presented by the authors therefore allowed a
slight improvement in the results.

Nishio et al.[16] presented a
classification method which use a pretrained
VGG-16. The authors utilised an optimal
combination of the three types of data
augmentation methods (conventional method,
mixup, and RICAP). Similarly to the above
mentioned studies, the dataset included X-ray

images that were derived from patients
representing three classes: healthy patients,
COVID-19 patients, and patients with
pneumonia. The authors achieved solid results,
with accuracy equal to 83.68% on testing data.

Sakib et al.[17] developed a custom
CNN model. It was trained on real data and
augmented data. The suggested DARI (data
augmentation of radiology images) algorithm
creates artificial X-ray pictures through the use
of a combination of a specialized GAN structure
and common data augmentation methods like
zooming and rotation, which are chosen
adaptively. The proposed solution achieves
promising results: accuracy = 94.3%, precision
= 95.3%, recall = 97.8%, and F1-score =96.5%.

Narin A. et al.[18] compared some
CNN-based models: ResNet50, ResNet101,
ResNet152, InceptionV3, and Inception-
ResNetV2 for different binary classification
issues: COVID-19 vs. Viral Pneumonia, COVID-
19 vs. Bacterial Pneumonia, and COVID-19 vs.
healthy. The dataset was unbalanced and
contained only 341 COVID-19 samples (80% for
training and 20% for testing). Authors reported
ResNet50 as most promising for COVID-19 vs.
normal classification with results:
accuracy=96.1% and F1-score=83.5%.

Ozturk et al. proposed a novel deep
model, called DarkCovidNet, for early detection
of COVID-19 cases using X-ray images[19]. In
this approach a Darknet-19 model was used as
a baseline. The proposed network had fewer
layers and filters as compared to the original
DarkNet. Even though the dataset was limited,
Authors used neither the augmentation, nor
the pre-processing. The obtained results were
the following: sensitivity = 95.13%, specificity =
95.30%, and F1-score = 96.51%.

In Table 2 we presented some results
obtained from a literature review. The table
contains summarized results from several
papers from the tine period 2020-2022 and
their most promising proposed architecture.
Due to the fact that not all authors provided
accuracy, precision, recall, and F1-score, there
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is only the accuracy presented in the table. The
comparison proves that the approach
proposed in this paper is competitive
compared to the other state-of-the-art
solutions previously proposed. It is also
possible that if the augmentation techniques
were used in these approaches, their results
could be more remarkable. Furthermore, Table
2 shows that the transfer learning technique is
most often used in case of X-ray images
classification.

Figure 3 xAl examples. A: a heatmap of non-masked
image; B: a heatmap of masked A image; C: a heatmap of
non-masked image; D: a heatmap of masked C image.

Table 2 Accuracy comparison between the proposed and
SOTA methods.

Augmenta-

Reference Architecture Result
tion
double

v =98.399
proposed RE&N&E Acc.=98.39%
Bargshady

G.et Inception V3 v Acc.=94.20%
al.[11]
Khan S.H.

v 298,539

etal.[13] DBHL Acc.=98.53%
RahmanT.

v =t )
etal.[14] DenseNet201 Acc.=95.11%
Nishio et

£ v 283,689
al.[16] VGG-16 Acc.=83.68%
Narin A. et B .
al.[18] ResNet50 X Acc.=96.10%
Ozturk et DarkCovidNet X Acc.=98.08
al.[19]
Wang L. et ) B =
al.[20] COVID-Net X Acc.=93.30%

Apart from numeric metrics for model
evaluation, it is crucial to introduce some
explainability to the ML-based system[21],
[22]. Although Al models have achieved
human-like performance, their use is still
limited, partly because they are seen as a black
box[23], [24]. As presented by lJia et al.[25] the
explainability in an emerging issue particularly

in ML-based healthcare systems. The problem
with the use of Al-based tools in medicine
continues to be the lack of confidence of
medical professionals in such solutions and the
perception that they lack the 'intuition' that
experienced professionals possess[26], [27].
Authors emphasized the role of explainability
and its potential implementations: explanation
by approximation, explanation by example,
feature relevance explanation, and visual
explanation. In our research we focused on
visual explanation. In Fig. 3 some examples of
results obtained for selected samples samples

are visually presented as a heatmap. These
images show the points which gathered more
network's attention. As presented in A section
of the figure the main focus points are placed
outside the lungs. It is significantly improved in
section B of the figure. It should be noticed that
the classifier focused on points inside the lung
- there are some patterns suggesting lung
changes caused by COVID-19. Similar situation
is visualized in sections C and D of the figure: in
section C the classifier focused more on points
outside the lungs, in section D the focus points
were improved.

Currently, there are two possible future
improvements of the proposed schema. The
first one is further explainability improvement
so that the medical personnel could increase
their trust the Al's predictions. However, this
issue is very (technically, mentally, and legally)
demanding and probably, it is not possible to
achieve in 2 years perspective. Second possible
way of improving the proposed schema would
be focusing on complexity reduction of the
proposed schema. This would allow for
reduction of energy consumption and decrease
the carbon footprint of the performed
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calculations, which is still significant even
though modern computers are extremely fast.

Data availability

The dataset analysed during the current study
are available in the github repository at
https://github.com/UTP-WTIiE/Xray_data.git}
and Kaggle website
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7. Conclusions

The COVID-19 pandemic has posed a significant threat to global public health, with the
need for accurate and efficient diagnosis becoming more pressing than ever before. In my
research, | have successfully investigated the feasibility and effectiveness of using Al models
for diagnostic classification of COVID-19 patients based on their chest X-ray images. The
primary objective was to develop deep learning models that could accurately distinguish
between COVID-19 positive and negative cases, and | have achieved this goal with high levels
of accuracy, sensitivity, specificity, and AUC.

My studies have also addressed several partial objectives related to the impact of
augmentation methods and chest X-ray images pre-processing on the classification abilities of
the models. | have found that applying data augmentation techniques such as rotation,
flipping, and scaling can improve the performance of the models. Furthermore, | have shown
that certain pre-processing techniques, such as contrast enhancement and histogram
equalization, can also have a positive impact on classification accuracy.

In addition, my studies have explored the use of deep learning models for feature
extraction from chest X-ray images, and | have compared the classification abilities of tree-
based models, such as XGBoost and LightGBM. | have found that deep learning models can
extract informative features from chest X-ray images, which can be used to train tree-based
models that can classify COVID-19 patients with high levels of accuracy.

Finally, my studies have also addressed the ethical considerations surrounding the use of
Al in clinical image diagnosis. | have discussed the potential benefits and drawbacks of relying
on ML models for medical decision-making and raised important questions about the
responsibility for the decisions made by these models. The obtained results may inform future
discussions and policies regarding the appropriate use of Al in medical contexts, especially in
cases where human decision-making may be biased or subject to error.

In my research | have successfully achieved all of its objectives and has demonstrated the
potential of using Al models for diagnostic classification of COVID-19 patients based on their
chest X-ray images. My findings have significant implications for the development of accurate
and efficient diagnostic tools for COVID-19 and other medical conditions, and for the ethical

considerations surrounding the use of Al in medical contexts. | hope that my study will
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contribute to the ongoing efforts to improve public health and healthcare delivery through
the responsible and effective use of Al.

The potential future continuation of this study could focus on several aspects to further
improve the accuracy and effectiveness of using Al models as medical devices to support
physicians in analyzing X-ray images. One important area of focus could be the development
of more advanced and sophisticated deep learning models that can better handle the
complexities and variations in chest X-ray images. For example, researchers could explore the
use of more advanced neural network architectures, such as capsule networks or attention
mechanisms, to improve feature extraction and classification performance.

Another area of focus could be the collection and analysis of larger and more diverse
datasets to improve the robustness and generalizability of the models. The current study used
a relatively small dataset of chest X-ray images, and future research could benefit from using
larger datasets that are more representative of the population.

In addition, future research could also focus on addressing some of the ethical concerns
related to the use of Al as medical devices. For example, researchers could explore the
development of explainable Al models that can provide transparent and interpretable results
to support clinical decision-making. They could also investigate ways to ensure that the use of
Al models does not lead to bias or discrimination against certain groups of patients.

Despite some of the challenges and ethical considerations surrounding the use of Al in
medical contexts, there are many potential benefits to using Al as medical devices that
support physicians in analyzing X-ray images. Al models can provide rapid and accurate
diagnosis, reduce the workload of physicians, and improve the efficiency of healthcare
delivery. They can also assist physicians in making more informed and data-driven decisions,
leading to better patient outcomes.

In conclusion, the potential future continuation of this study could focus on improving the
accuracy and effectiveness of using Al models as medical devices to support physicians in
analyzing X-ray images. As Al technology continues to evolve and improve, there is great
potential for Al models to revolutionize the field of medical imaging and improve patient
outcomes. However, it is important to carefully consider the ethical implications of using Al in
healthcare and to ensure that these technologies are developed and deployed responsibly

and ethically.
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9.1. Attachment No. 1

Agata Gielczyk, PhD Eng.
Faculty of Telecommunications, Computer Science and Electrical Engineering
Bydgoszcz University of Science and Technology

Statement

I hereby declare that in the paper "Pre-processing methods in chest X-ray image
classification" published in the journal PLOS One in 2022;
https://doi.org/10.1371/journal.pone.0265949, whose co-authors are Agata Gielczyk, Anna
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I hereby declare that in the paper "A Novel Lightweight Approach to COVID-19
Diagnostics Based on Chest X-ray Images" published in the journal Journal of Clinical
Medicine in 2022; https://doi.org/10.3390/jcm11195501, whose co-authors are Agata
Gielczyk, Anna Marciniak, Martyna Tarczewska, Sylwester Michat Kloska, Alicja Harmoza,
Zbigniew Serafin, and Marcin WozZniak, my substantive contribution was to supervise the
research and co-edit the paper (senior author).

I hereby declare that in the article ,,Influence of augmentation on the performance of
double ResNet-based model for chest X-rays classification” published in Polish Journal of
Radiology in 2023r.; doi:_https://doi.org/10.5114/pjr.2023.126717, whose co-authors are Anna
Kloska, Martyna Tarczewska, Agata Gielczyk, Sylwester Michat Kloska, Adrian Michalski,
Zbigniew Serafin, and Marcin Wozniak my substantive contribution was to supervise the
research and co-edit the paper (senior author).

At the same time, I agree to submit the above-mentioned publications by Anna Kloska,
M.Sc., as part of a doctoral dissertation in the form of a thematically coherent collection of
scientific papers published in scientific journals. I declare that the sharing of works will not
infringe on the copyrights of third parties.
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dr inz. Agata Gielczyk
Wydziat Telekomunikacji, Informatyki i Elektrotechniki
Politechnika Bydgoska im. J. i J. Sniadeckich

Oswiadczenie

Os$wiadczam, ze w artykule ,Pre-processing methods in chest X-ray image classification”
opublikowanym w czasopi$mie PLOS One w 2022r.; https://doi.org/10.1371/journal.pone.0265949,
ktérego wspoétautorami sa Agata Gielczyk, Anna Marciniak, Martyna Tarczewska i Zbigniew
Lutowski, méj wklad merytoryczny polegal na opiece nad badaniami i wspolredagowaniu artykutu
(senior author).

Oswiadczam, ze w artykule ,,A Novel Lightweight Approach to COVID-19 Diagnostics Based
on Chest X-ray Images” opublikowanym w czasopi$mie Journal of Clinical Medicine w 2022r.;
https://doi.org/10.3390/jcm11195501, ktérego wspotautorami sg Agata Gielczyk, Anna Marciniak,
Martyna Tarczewska, Sylwester Michat Kloska, Alicja Harmoza, Zbigniew Serafin i Marcin Wozniak,
moj wklad merytoryczny polegal na opiece nad badaniami i wspétredagowaniu artykutu (senior
author).

Oswiadczam, ze w artykule ,, Influence of augmentation on the performance of double ResNet-
based model for chest X-rays classification” opublikowanym w czasopiSmie Polish Journal of
Radiology w 2023r.; doi: https://doi.org/10.5114/pjr.2023.126717, ktérego wspétautorami sa Anna
Kloska, Martyna Tarczewska, Agata Gielczyk, Sylwester Michat Kloska, Adrian Michalski, Zbigniew
Serafin i Marcin Wozniak méj wklad merytoryczny polegal na opiece nad badaniami
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Jednoczes$nie wyrazam zgode na przedlozenie w/w publikacji przez mgr Anne Kloske jako
cze$¢ rozprawy doktorskiej w formie spéjnego tematycznie zbioru artykuléw naukowych
opublikowanych w czasopismach naukowych. O$wiadczam, ze udostepnienie utworéw nie bedzie
naruszato praw autorskich oséb trzecich.
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9.2. Attachment No. 2

Inz. Martyna Taczewska
Wydziat Telekomunikacji, Informatyki i Elektrotechniki
Politechnika Bydgoska im. J. i J. Sniadeckich w Bydgoszczy

Oswiadczenie

Oswiadczam, ze w artykule ,Pre-processing methods in chest X-ray image classification”
opublikowanym w czasopi$mie PLOS One w 2022r.; https://doi.org/10.1371/journal.pone.0265949,
ktorego wspodtautorami sg Agata Gietczyk, Anna Marciniak, Martyna Tarczewska i Zbigniew Lutowski,

moj wktad merytoryczny polegat na przygotowaniu czesci programistycznej doswiadczenia
(przygotowanie fragmentéw kodu).

Oswiadczam, ze w artykule ,,A Novel Lightweight Approach to COVID-19 Diagnostics Based on
Chest X-ray Images” opublikowanym w czasopismie Journal of Clinical Medicine w 2022r.;
https://doi.org/10.3390/jcm11195501, ktérego wspdtautorami sg Agata Gietczyk, Anna Marciniak,
Martyna Tarczewska, Sylwester Michat Kloska, Alicja Harmoza, Zbigniew Serafin i Marcin Wozniak, mdj

wktad merytoryczny polegat na przygotowaniu czesci programistycznej doswiadczenia (przygotowanie
fragmentéw kodu).

Oswiadczam, ze w artykule , Influence of augmentation on the performance of double ResNet-
based model for chest X-rays classification” opublikowanym w czasopismie Polish Journal of Radiology
w 2023r.; doi: https://doi.org/10.5114/pjr.2023.126717, ktérego wspdtautorami sg Anna Kloska,
Martyna Tarczewska, Agata Gietczyk, Sylwester Michat Kloska, Adrian Michalski, Zbigniew Serafin i
Marcin WozZniak mdéj wktad merytoryczny polegat na przygotowaniu czesci programistycznej
doswiadczenia (przygotowanie fragmentéw kodu).

Jednoczesnie wyrazam zgode na przedtozenie w/w publikacji przez mgr Anne Kloske jako czgséé
rozprawy doktorskiej w formie spdjnego tematycznie zbioru artykutéw naukowych opublikowanych w
czasopismach naukowych. Oswiadczam, ze udostepnienie utwordéw nie bedzie naruszato praw
autorskich osob trzecich.
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Martyna Tarczewska, BSc
Faculty of Telecommunications, Computer Science and Electrical Engineering
Bydgoszcz University of Science and Technology

Statement

| hereby declare that in the paper "Pre-processing methods in chest X-ray image classification"
published in the journal PLOS One in 2022; https://doi.org/10.1371/journal.pone.0265949, whose co-
authors are Agata Gietczyk, Anna Marciniak, Martyna Tarczewska, and Zbigniew Lutowski, my

substantive contribution was to prepare the programming part of the experience (preparing code
snippets).

| hereby declare that in the paper "A Novel Lightweight Approach to COVID-19 Diagnostics
Based on Chest X-ray Images" published in the journal Journal of Clinical Medicine in 2022;
https://doi.org/10.3390/jcm11195501, whose co-authors are Agata Gietczyk, Anna Marciniak,
Martyna Tarczewska, Sylwester Michat Kloska, Alicja Harmoza, Zbigniew Serafin, and Marcin Wozniak,

my substantive contribution was to prepare the programming part of the experience (preparing code
snippets).

| hereby declare that in the article ,Influence of augmentation on the performance of double
ResNet-based model for chest X-rays classification” published in Polish Journal of Radiology in 2023r.;
doi:__https://doi.org/10.5114/pjr.2023.126717, whose co-authors are Anna Kloska, Martyna
Tarczewska, Agata Gietczyk, Sylwester Michat Kloska, Adrian Michalski, Zbigniew Serafin, and Marcin
WozZniak my substantive contribution was to prepare the programming part of the experience

(preparing code snippets)

At the same time, | agree to submit the above-mentioned publications by Anna Kloska, M.Sc.,
as part of a doctoral dissertation in the form of a thematically coherent collection of scientific papers
published in scientific journals. | declare that the sharing of works will not infringe on the copyrights of
third parties.
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9.3. Attachment No. 3

Sylwester Kloska, M.Sc.

Faculty of Medicine

Ludwik Rydygier Collegium Medicum in Bydgoszcz,
Nicolaus Copernicus University in Torun

Statement

I hereby declare that in the paper " A Novel Lightweight Approach to COVID-19 Diagnostics
Based on Chest X-ray Images" published in the journal Journal of Clinical Medicine in 2022;
https://doi.org/10.3390/jcm11195501, whose co-authors are Agata Gietczyk, Anna Marciniak,
Martyna Tarczewska, Sylwester Michat Kloska, Alicja Harmoza, Zbigniew Serafin, and Marcin Wozniak,
my substantive contribution was to advise on substantive issues and co-editing the paper.

I hereby declare that in the article ,Influence of augmentation on the performance of double
ResNet-based model for chest X-rays classification” published in Polish Journal of Radiology in 2023r.;
doi:__https://doi.org/10.5114/pjr.2023.126717, whose co-authors are Anna Kloska, Martyna
Tarczewska, Agata Gietczyk, Sylwester Michat Kloska, Adrian Michalski, Zbigniew Serafin, and Marcin
Wozniak my substantive contribution was to advise on substantive issues and co-editing the paper.

At the same time, | agree to submit the above-mentioned publications by Anna Kloska, M.Sc.,
as part of a doctoral dissertation in the form of a thematically coherent collection of scientific papers
published in scientific journals. | declare that the sharing of works will not infringe on the copyrights of
third parties.
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Mgr Sylwester Kloska

Wydziat Lekarski

Collegium Medicum im. Ludwika Rydygiera w Bydgoszczy
Uniwersytet Mikotaja Kopernika w Toruniu

Oswiadczenie

Oswiadczam, ze w artykule ,,A Novel Lightweight Approach to COVID-19 Diagnostics Based on
Chest X-ray Images” opublikowanym w czasopismie Journal of Clinical Medicine w 2022r.;
https://doi.org/10.3390/jcm11195501, ktérego wspotautorami sg Agata Gietczyk, Anna Marciniak,
Martyna Tarczewska, Sylwester Michat Kloska, Alicja Harmoza, Zbigniew Serafin i Marcin Wozniak, mdj
wkfad merytoryczny polegat na doradztwie w kwestiach merytorycznych i wspotredagowaniu artykutu.

Oswiadczam, ze w artykule , Influence of augmentation on the performance of double ResNet-
based model for chest X-rays classification” opublikowanym w czasopismie Polish Journal of Radiology
w 2023r.; doi: https://doi.org/10.5114/pir.2023.126717, ktérego wspotautorami sa Anna Kloska,
Martyna Tarczewska, Agata Gietczyk, Sylwester Michat Kloska, Adrian Michalski, Zbigniew Serafin i
Marcin Wozniak moj wktad merytoryczny polegat na doradztwie w kwestiach merytorycznych i
wspotredagowaniu artykutu.

Jednoczes$nie wyrazam zgode na przedtozenie w/w publikacji przez mgr Anne Kloska jako cze$¢
rozprawy doktorskiej w formie spéjnego tematycznie zbioru artykutéw naukowych opublikowanych w
czasopismach naukowych. Oswiadczam, ze udostepnienie utwordéw nie bedzie naruszato praw
autorskich 0soéb trzecich.

/ﬂ,ﬁwﬂmh

(Podpis)

80



9.4. Attachment No. 4

dr hab. Marcin Wozniak, prof. UMK

Wydziat Lekarski

Collegium Medicum im. Ludwika Rydygiera w Bydgoszczy
Uniwersytet Mikotaja Kopernika w Toruniu

Oswiadczenie

Oswiadczam, ze w artykule ,,A Novel Lightweight Approach to COVID-19 Diagnostics Based on
Chest X-ray Images” opublikowanym w czasopi$mie Journal of Clinical Medicine w 2022r.;
https://doi.org/10.3390/jcm 11195501, ktérego wspbtautorami sg Agata Gietczyk, Anna Marciniak,
Martyna Tarczewska, Sylwester Michat Kloska, Alicja Harmoza, Zbigniew Serafin i Marcin Wozniak, moj
wktad merytoryczny polegat na konsultacji koncepcji doswiadczenia oraz wspotredagowaniu artykutu.

Oswiadczam, ze w artykule , Influence of augmentation on the performance of double ResNet-
based model for chest X-rays classification” opublikowanym w czasopismie Polish Journal of Radiology
w 2023r.; doi: https://doi.org/10.5114/pir.2023.126717, ktérego wspotautorami sg Anna Kloska,
Martyna Tarczewska, Agata Gietczyk, Sylwester Michat Kloska, Adrian Michalski, Zbigniew Serafin i
Marcin Wozniak moéj wkiad merytoryczny polegat na konsultacji koncepcji doswiadczenia oraz
wspotredagowaniu artykutu.

Jednoczesnie wyrazam zgode na przedtozenie w/w publikacji przez mgr inz. Anne Kloske jako
czed$¢ rozprawy doktorskiej w formie spdjnego tematycznie zbioru artykutéw naukowych
opublikowanych w czasopismach naukowych. Oswiadczam, ze udostgpnienie utworéw nie bedzie
naruszato praw autorskich oséb trzecich.
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Prof. Marcin Wozniak

Faculty of Medicine

Ludwik Rydygier Collegium Medicum in Bydgoszcz,
Nicolaus Copernicus University in Torun

Statement

| hereby declare that in the paper " A Novel Lightweight Approach to COVID-19 Diagnostics
Based on Chest X-ray Images" published in the journal Journal of Clinical Medicine in 2022;
https://doi.org/10.3390/jcm11195501, whose co-authors are Agata Gietczyk, Anna Marciniak,
Martyna Tarczewska, Sylwester Michat Kloska, Alicja Harmoza, Zbigniew Serafin, and Marcin Wozniak,
my substantive contribution was to consult the concept of the research and co-edit the paper.

I hereby declare that in the article ,,Influence of augmentation on the performance of double
ResNet-based model for chest X-rays classification” published in Polish Journal of Radiology in 2023r.;
doi:__https://doi.org/10.5114/pir.2023.126717, whose co-authors are Anna Kloska, Martyna
Tarczewska, Agata Giefczyk, Sylwester Michat Kloska, Adrian Michalski, Zbigniew Serafin, and Marcin
Wozniak my substantive contribution was to consult the concept of the research and co-edit the paper.

At the same time, | agree to submit the above-mentioned publications by Anna Kloska, M.Sc.,
as part of a doctoral dissertation in the form of a thematically coherent collection of scientific papers
published in scientific journals. | declare that the sharing of works will not infringe on the copyrights of
third parties.
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9.5. Attachment No. 5

prof. dr hab. Zbigniew Serafin

Wydziat Lekarski

Collegium Medicum im. Ludwika Rydygiera w Bydgoszczy
Uniwersytet Mikotfaja Kopernika w Toruniu

Oswiadczenie

Oswiadczam, ze w artykule ,A Novel Lightweight Approach to COVID-19 Diagnostics Based on
Chest X-ray Images” opublikowanym w czasopismie Journal of Clinical Medicine w 2022r.;
https://doi.org/10.3390/jcm11195501, ktérego wspotautorami sq Agata Gietczyk, Anna Marciniak,
Martyna Tarczewska, Sylwester Michat Kloska, Alicja Harmoza, Zbigniew Serafin i Marcin Wozniak, méj
wktad merytoryczny polegat na doradztwie w kwestiach medycznych i wspdtredagowaniu artykutu.

Os$wiadczam, ze w artykule , Influence of augmentation on the performance of double ResNet-
based model for chest X-rays classification” opublikowanym w czasopismie Polish Journal of Radiology
w 2023r.; doi: https://doi.org/10.5114/pjr.2023.126717, ktérego wspdtautorami sg Anna Kloska,
Martyna Tarczewska, Agata Gietczyk, Sylwester Michat Kloska, Adrian Michalski, Zbigniew Serafin i
Marcin Wozniak mdj wktad merytoryczny polegat na doradztwie w kwestiach medycznych i
wspotredagowaniu artykutu.

Jednoczes$nie wyrazam zgode na przedfozenie w/w publikacji przez mgr Anne Kloske jako cze$¢
rozprawy doktorskiej w formie spdjnego tematycznie zbioru artykutéw naukowych opublikowanych w
czasopismach naukowych. Oswiadczam, ze udostepnienie utwordéw nie bedzie naruszato praw
autorskich oso6b trzecich.

(Podpis)

Kierownlk
Katedry Radiologil | Diagnostyki Obrazowe)

prof. dr hab. Zbigniew serafin
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Prof. Zbigniew Serafin

Faculty of Medicine

Ludwik Rydygier Collegium Medicum in Bydgoszcz,
Nicolaus Copernicus University in Torun

Statement

I hereby declare that in the paper " A Novel Lightweight Approach to COVID-19 Diagnostics
Based on Chest X-ray Images" published in the journal Journal of Clinical Medicine in 2022;
https://doi.org/10.3390/jcm11195501, whose co-authors are Agata Gietczyk, Anna Marciniak,
Martyna Tarczewska, Sylwester Michat Kloska, Alicja Harmoza, Zbigniew Serafin, and Marcin Wozniak,
my substantive contribution was counseling on medical issues and co-edit the paper.

I hereby declare that in the article ,Influence of augmentation on the performance of double
ResNet-based model for chest X-rays classification” published in Polish Journal of Radiology in 2023r.;
doi:__https://doi.org/10.5114/pjr.2023.126717, whose co-authors are Anna Kloska, Martyna
Tarczewska, Agata Giefczyk, Sylwester Michat Kloska, Adrian Michalski, Zbigniew Serafin, and Marcin
Wozniak my substantive contribution was counseling on medical issues and co-edit the paper.

At the same time, | agree to submit the above-mentioned publications by Anna Kloska, M.Sc.,
as part of a doctoral dissertation in the form of a thematically coherent collection of scientific papers
published in scientific journals. | declare that the sharing of works will not infringe on the copyrights of
third parties.

/
(Signature)
erownik
Katedry Radioleg | Diagnostyk Obrazowel

prof. dr hab. Zbigniew serafin
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9.6. Attachment No. 6

Zbigniew Lutowski, PhD
Faculty of Telecommunications, Computer Science and Electrical Engineering
Bydgoszcz University of Science and Technology

Statement

| hereby declare that in the paper "Pre-processing methods in chest X-ray image classification"
published in the journal PLOS One in 2022; https://doi.org/10.1371/journal.pone.0265949, whose co-
authors are Agata Gietczyk, Anna Marciniak, Martyna Tarczewska, and Zbigniew Lutowski, my
substantive contribution was to supervise the research and co-edit the paper.

At the same time, | agree to submit the above-mentioned publications by Anna Kloska, M.Sc.,
as part of a doctoral dissertation in the form of a thematically coherent collection of scientific papers
published in scientific journals. | declare that the sharing of works will not infringe on the copyrights of
third parties.

(Signature)
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dr inz. Zbigniew Lutowski
Wydziat Telekomunikacji, Informatyki i Elektrotechniki
Politechnika Bydgoska im. J. i J. Sniadeckich w Bydgoszczy

Oswiadczenie

Oswiadczam, ze w artykule ,Pre-processing methods in chest X-ray image classification”
opublikowanym w czasopi$mie PLOS One w 2022r.; https://doi.org/10.1371/journal.pone.0265949,
ktérego wspotautorami sg Agata Gietczyk, Anna Marciniak, Martyna Tarczewska i Zbigniew Lutowski,
moj wkiad merytoryczny polegat na opiece nad badaniami i wspotredagowaniu artykutu.

Jednoczes$nie wyrazam zgode na przedtozenie w/w publikacji przez mgr Anne Kloske jako cze$¢
rozprawy doktorskiej w formie spdjnego tematycznie zbioru artykutéw naukowych opublikowanych w
czasopismach naukowych. Os$wiadczam, ze udostepnienie utworéw nie bedzie naruszato praw
autorskich oso6b trzecich.

(Podpis)
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9.8. Attachment No. 8

Alicja Harmoza, M.D.

Faculty of Medicine

Ludwik Rydygier Collegium Medicum in Bydgoszcz,
Nicolaus Copernicus University in Torun

Statement

| hereby declare that in the paper " A Novel Lightweight Approach to COVID-19 Diagnostics
Based on Chest X-ray Images" published in the journal Journal of Clinical Medicine in 2022;
https://doi.org/10.3390/jcm11195501, whose co-authors are Agata Gietczyk, Anna Marciniak,
Martyna Tarczewska, Sylwester Michat Kloska, Alicja Harmoza, Zbigniew Serafin, and Marcin
Wozniak, my substantive contribution consisted of advising on medical issues and editing the article.

At the same time, | agree to submit the above-mentioned publications by Anna Kloska, M.Sc.,
as part of a doctoral dissertation in the form of a thematically coherent collection of scientific papers
published in scientific journals. | declare that the sharing of works will not infringe on the copyrights
of third parties.

(Signature)
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Lek. Med. Alicja Harmoza

Wydziat Lekarski

Collegium Medicum im. Ludwika Rydygiera w Bydgoszczy
Uniwersytet Mikotaja Kopernika w Toruniu

Os$wiadczenie

Oéwiadczam, 7e w artykule ,A Novel Lightweight Approach to COVID-19 Diagnostics Based on
Chest X-ray Images” opublikowanym w czasopismie Journal of Clinical Medicine w 2022r;
https://doi.org/10.3390/jcm 11195501, ktérego wspétautorami sa Agata Giefczyk, Anna Marciniak,
Martyna Tarczewska, Sylwester Michat Kloska, Alicja Harmoza, Zbigniew Serafin i Marcin Wozniak,
moj wkiad merytoryczny polegat na doradztwie w kwestiach medycznych i edytowaniu artykutu.

Jednoczeénie wyrazam zgode na przediozenie w/w publikacji przez mgr Anne Kloske jako
czeé¢ rozprawy doktorskiej w formie spéjnego tematycznie zbioru artykutéw naukowych
opublikowanych w czasopismach naukowych. Oswiadczam, 7e udostepnienie utworéw nie bedzie
naruszato praw autorskich oséb trzecich.

(Podpis)
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10.Consent of the bioethics committee

\ Uniwersytet Mikolaja Kopernika w Toruniu
' Collegium Medicum im L. Rydygiera w Bydgoszczy
KOMISJA BIOETYCZNA
UL M. Sklodowskiej-Curie 9, 85-094 Bydgoszcz, tel.(052) 585-35-63, fax.(052) 585-38-11

KB 454/2022 Bydgoszcz, 23.08.2022 .

Dzialajac na podstawie art. 29 ustawy z dnia 5.12.1996 r. 0 zawodach lekarza i lekarza dentysty Dz.U. z
1997 r. Nr 28 poz. 152 (wraz z pézniejszymi zmianami), rozporzadzenia Ministra Zdrowia i Opieki Spotecznej z
dnia 11.05.1999 r. w sprawie szczegotowych zasad powolywania i finansowania oraz trybu dziatania komisji
bioetycznych (Dz.U. Nr 47 poz.480) oraz Zarzadzenia Nr 21 Rektora UMK z dnia 4.03.2009 r. z pozn. zm. w
sprawie powotania oraz zasad dzialania Komisji Bioetycznej Uniwersytetu Mikotaja Kopernika w Toruniu przy
Collegium Medicum im Ludwika Rydygiera w Bydgoszczy oraz zgodnie z zasadami zawartymi w DH i GCP

Komisja Bioetyczna przy UMK w Toruniu, Collegium Medicum w Bydgoszczy

(skfad podano w zalaczeniu), na posiedzeniu w dniu 23.08.2022 r. przeanalizowata wniosek,
ktory ztozyt kierownik badania:

dr hab. n. med. Marcin Wozniak, prof. UMK
Katedra Medycyny Sadowej
Collegium Medicum w Bydgoszezy UMK w Toruniu

z zespolem w skladzie:

- mgr inz. Anna Kloska, dr inz. Agata Gielezyk, dr hab. n. med. Marcin Wozniak, prof.
UMK

w sprawie badania:

»Diagnostyka zakazenie wirusem SARS-CoV-2 na podstawie analizy zdjeé
rentgenowskich przy uzyciu metod sztucznej inteligencji.”
Po zapoznaniu sie ze ztozonym wnioskiem i w wyniku przeprowadzonej dyskusji oraz glosowania
Komisja podjeta:
Uchwale o pozytywnym zaopiniowaniu wniosku
W sprawie przeprowadzenia badan w zakresie okreslonym we wniosku pod warunkiem uzyskania zgody os6b
badanych na przetwarzanie danych osobowych w celach naukowych, a w przypadku braku takiej zgody,

analizowania jedynie danych zanonimizowanych, pozbawionych danych personalnych (zgodnie zRODO). Zgoda
obejmuje tylko dane z dokumentacji uczestnikéw badania z okresu od 01.01.2020 r. do 23.08.2022 r.

Zgoda obowiqzuje od daty podjecia uchwaly (23.08.2022 r.) do korica 2023 r.

Wydana opinia dotyczy tylko rozpatrywanego wniosku = uwzglednieniem przedstawionego projektu;
kazda zmiana i modyfikacja wymaga uzyskania odrebnej opinii

Prof. dr hab. med. Karol Sliwka

N

Przewodnicg;cy Komisji_Bioetyczne;j
Otrzymuje:

dr hab. n. med: Marcin Wozniak. prof. UMK
Katedra Medycyny Sadowej

Collegium Medicum w Bydgoszezy UMK w Toruniu
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Lista obecnosci
na posiedzeniu Komisji Bioetycznej

w dniu 23.08.2022 r.

(0?)'7

Lp. Imie i nazwisko Funkcja/ Specjalizacja Podpis
1. Prof. dr hab. n. med. Karol Sliwka medpeyas skt
przewodniczacy
» 3 —— prawniczka ( 2
I prawa Joanna Pofetek- as
R w7 5 zastepca przewodniczacego i
Prof. dr hab. n. med. Mieczystawa Czerwionka- pediatra, alergologia i . z/—'
- Szaflarska gastroenterologia dziecigca / Vel
poloznictwo,
4. Prof. dr hab. n. med. Marek Grabiec
ginekologia onkologiczna
. i it i choroby wewnetrzne, 4| i]
rof. dr hab. n. med. Maria Klopocka -
o ¢ gastroenterologia ‘;’D\\J 76!\5//’79‘
L chirurgia ogélna,
6 Prof. dr hab. n. med. Zbigniew Wiodarczyk
’ transplantologia kliniczna
chirurgia ogdlna,
& Dr hab. n. med. Maciej Stupski, prof. UMK
transplantologia kliniczna
. anestezjologia
3. Dr hab. n. med. Katarzyna Sierakowska, prof. UMK
i intensywna terapia
9. Ks. dr hab. Wojciech Szukalski, prof. UAM duchowny [/ d ']Z/ ( Z
10. Dr n. med. Radostawa Staszak-Kowalska pediatria, choroby pluc 1//
&; 1
11. Mgr prawa Patrycja Brzezicka prawniczka
12. Mgr farm. Aleksandra Adamczyk Sfarmaceutka
13. Mgr Lidia Iwinska-Tarczykowska pielegniarka
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Streszczenie

Pandemia COVID-19 uwypuklita potrzebe doktadnej i skutecznej diagnostyki, sktaniajgc do
badan nad wykorzystaniem modeli sztucznej inteligencji (Al) do klasyfikacji diagnostycznej
pacjentéw COVID-19 na podstawie obrazéw RTG klatki piersiowe;.

Rozprawa zawiera trzy oryginalne artykuty badawcze dotyczace zastosowania metod
opartych na uczeniu gtebokim (ang. deep learning) do klasyfikacji oséb zdrowych i pacjentow
z COVID-19 na podstawie obrazéw RTG klatki piersiowej. Opracowane modele precyzyjnie
rozrdzniajg pozytywne i negatywne przypadki pacjentdw z COVID-19 z wysokim poziomem
doktadnosci, czutosci i specyficznosci. W pracy zbadano réowniez wptyw technik rozszerzania
danych (ang. data augmentation) oraz metod wstepnego przetwarzania danych (ang. data
pre-processing) na zdolnosci klasyfikacyjne, a takze zastosowanie modeli gtebokiego uczenia
do ekstrakcji cech i poréwnanie z modelami opartymi na drzewach.

Omowiono rozwazania etyczne, w tym potencjalne korzysci i wady polegania na
modelach uczenia maszynowego (ML) w procesie podejmowania decyzji medycznych oraz
implikacje rutynowego wdrazania Al/ML w praktyce klinicznej. Jednym z kluczowych rozwazan
etycznych jest potencjalny wptyw tych technologii na jakos¢ podejmowania decyzji
medycznych. Chociaz modele Al/ML wykazaty obiecujgce wyniki w kilku zastosowaniach
medycznych, ich przejrzystos¢, niezawodnosé i doktadnosé muszg byé starannie ocenione, aby
zapewni¢, ze nie zagrazajg one jakosci opieki nad pacjentem. Aby rozwigzac te kwestie
etyczne, wazne jest ustanowienie wytycznych i przepiséow dotyczgcych rozwoju, wdrazania i
stosowania technologii AI/ML w opiece zdrowotnej.

Pomimo wyzwan i rozwazan etycznych, modele Al majg ogromny potencjat w zakresie
poprawy obrazowania medycznego i wynikdw pacjentow. Potencjalne korzysci z zastosowania
modeli Al w obrazowaniu medycznym sg liczne i zostaty dobrze udokumentowane w réznych
badaniach.

Podsumowujac, chociaz wdrozenie modeli Al w obrazowaniu medycznym wigze sie z
wyzwaniami i rozwazaniami etycznymi, potencjalne korzysci sq znaczgce i nie mozna ich
zignorowac. Poniewaz technologia nadal sie rozwija i ulepsza, istotne jest, aby zajg¢ sie tymi
obawami i zapewnié, ze wykorzystanie Al w obrazowaniu medycznym odbywa sie w sposdb
odpowiedzialny i etyczny. Dzieki wspotpracy specjalistow Al i lekarzy, petny potencjat Al moze

zostac¢ uwolniony, poprawic¢ wyniki pacjentéw i zrewolucjonizowac¢ obrazowanie medyczne.

93



Summary

The COVID-19 pandemic has highlighted the need for accurate and efficient diagnosis,
prompting research into using artificial intelligence (Al) models for diagnostic classification of
COVID-19 patients based on their chest X-ray images.

The dissertation includes three original research articles on the application of deep
learning-based methods to classify healthy and COVID-19 patients based on chest X-ray
images. The successfully developed deep learning models accurately distinguish between
COVID-19 positive and negative cases with high levels of accuracy, sensitivity, specificity. The
dissertation also explored the impact of data augmentation techniques and
pre-processing methods on classification abilities, and the use of deep learning models for
feature extraction and comparison with tree-based models.

Ethical considerations were discussed, including the potential benefits and drawbacks of
relying on machine learning (ML) models for medical decision-making and the implications of
routine Al/ML implementation in clinical practice. One of the key ethical considerations is the
potential impact of these technologies on the quality of medical decision-making. Although
Al/ML models have shown promising results in several medical applications, their
transparency, reliability, and accuracy need to be carefully evaluated to ensure that they do
not compromise the quality of patient care. To address these ethical considerations, it is
important to establish guidelines and regulations for the development, deployment, and use
of Al/ML technologies in healthcare.

Despite challenges and ethical considerations, Al models have great potential to improve
medical imaging and patient outcomes. The potential benefits of using Al models in medical
imaging are numerous and have been well-documented in various studies.

In conclusion, while the implementation of Al models in medical imaging poses challenges
and ethical considerations, the potential benefits are significant and cannot be ignored. As the
technology continues to evolve and improve, it is essential that these concerns are addressed
and ensured that the use of Al in medical imaging is done in a responsible and ethical manner.
With careful consideration and collaboration between researchers, practitioners, and
stakeholders, the full potential of Al can improve patient outcomes and revolutionize medical

imaging.
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