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3. Introduction 

X-ray imaging has been widely used in clinical practice as a non-invasive and cost-effective 

tool for detecting various lung diseases, such as pneumonia (1–3), tuberculosis (4), lung cancer 

(5), and due to recent pandemic, COVID-19 (6). However, the interpretation of chest X-ray 

images can be challenging due to various factors, like workload (7), lowered satisfaction 

among professionals (8,9), but also hidden defects, which can go unnoticed even by 

experienced specialists. Another factor that affects and limits the accuracy of image analysis 

by specialists is fatigue (10,11). 

One potential solution to these issues is the use of artificial intelligence (AI) methods and 

machine learning (ML) algorithms to assist in the analysis of chest X-ray images. AI-powered 

algorithms can provide several benefits, including the ability to operate continuously without 

fatigue, detect subtle differences that may not be visible to the human eye, and automate the 

analysis process (12,13). 

There are several ways in which AI can help to improve the diagnostic capabilities of chest 

X-ray image analysis. AI algorithms can be trained on large datasets of chest  

X-ray images to learn the patterns and characteristics associated with specific lung diseases. 

Afterwards the training, these algorithms can be used to automatically analyze new, 

previously unseen, X-ray images and provide a diagnosis suggestion or a risk factor score that 

indicates probability of a particular disease or excludes it. Additionally, AI can help to reduce 

the workload of human radiologists by performing automated image triage, prioritizing 

suspicious cases for further review (14,15). 

However, there are some challenges that need to be addressed to make AI-powered chest 

X-ray image analysis a reliable tool for clinical practice. One significant challenge is the lack of 

high-quality labeled datasets that accurately represent the diverse range of lung diseases and 

imaging variations. There are also important ethical issues that should be addressed, such as 

who is responsible for a misdiagnosis based on an ML model score. Moreover, there is a need 

to ensure the transparency and interpretability of AI algorithms to build trust among 

healthcare professionals and patients (16). 

In this dissertation the use of AI-powered algorithms in chest X-ray image analysis for 

COVID-19 diagnostic purposes will be described. AI holds great promise in improving the 

accuracy and efficiency of lung disease diagnosis. However, it is crucial to address the technical 
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and ethical challenges to ensure that these methods are safe, reliable, and beneficial to 

patients. 

3.1. AI as a diagnostic decision support tool in radiography 

Throughout the history of radiography, the profession has consistently adapted to new 

technologies and advancements, leading to changes in radiographic practice. While these 

changes have typically been driven by the adoption of new imaging technologies, recent 

technological advances have instead focused on the integration of complex ML algorithms and 

AI systems into equipment operation and image review processes Diagnostic imaging 

techniques such as X-ray, computed tomography (CT), magnetic resonance imaging (MRI), and 

ultrasound have revolutionized modern medicine by providing non-invasive means for 

visualizing internal organs and tissues. However, the interpretation of medical images can be 

complex and challenging, requiring highly trained experts with a deep understanding of the 

human anatomy and pathology. As a result, the impact of these technologies on radiography 

practice has yet to be fully examined. (14). AI algorithms can be used as powerful tools to 

support diagnostic imaging. 

AI is a comprehensive term that encompasses the study and creation of computer 

systems capable of executing tasks that typically necessitate human intelligence, such as 

decision-making, prediction, visual perception, and speech recognition. It is a data-dependent 

approach that aligns with the technology-focused practice of current medical imaging, 

especially in computer vision tasks. Recently, there has been a substantial increase in AI-based 

proposals for diagnostic imaging (17) in both academic and industrial settings, with most 

emphasis on enhancing and supporting the analysis of radiological tests results. Accordingly, 

there is a developing area of AI applications that can be directly implemented in radiography 

practice (18,19). AI algorithms have emerged as a promising solution to the challenges of 

medical image analysis (20). Especially, the use of AI in the analysis of X-ray images for the 

diagnosis of lung diseases has gained significant attention in recent years (1,4,6). These 

algorithms are trained on large datasets of labeled medical images to learn the patterns and 

features associated with specific diseases or conditions. Once trained, AI algorithms can be 

used to analyze new images, providing automated diagnosis, or assisting human experts in the 

interpretation of complex images. 
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There are several advantages to using AI algorithms in medical imaging analysis.  

Firstly, AI algorithms can process large volumes of images quickly and accurately, potentially 

reducing the time and costs associated with manual analysis. Secondly, AI algorithms can 

detect subtle differences and patterns that may be difficult to discern by human experts, 

improving the accuracy and consistency of diagnoses. Thirdly, AI algorithms can reduce the 

workload of human experts, enabling them to focus on more complex cases or other tasks. In 

addition, it has been reported in a number of cases that AI algorithms can have efficiency 

comparable to or even better than experienced professionals (21–26). 

However, the use of AI algorithms in medical imaging analysis also presents some 

challenges. AI has the potential to greatly aid radiographers in their work, but its full 

implementation could also significantly diminish their roles and responsibilities. As a result, 

healthcare organizations must be careful in exploring the use of AI technologies to improve 

radiology departments throughput and efficiency, and must fully understand and manage 

associated risks and liabilities. Current regulations require strict human oversight and auditing 

of AI solutions that are deployed clinically, which means that vendors must develop systems 

that require human oversight (27). Earlier research has demonstrated that individuals have a 

tendency to heavily rely on advice they receive and may even struggle to disregard inaccurate 

advice. This phenomenon has been observed in both clinical settings among medical 

professionals (28,29) and in other contexts involving decision-making. Considering that 

physicians can be influenced by advice, it is important to explore the most effective ways of 

presenting clinical advice to enhance its impact. 

The introduction of ML systems presents a new challenge for the radiography profession, 

as they must now become adept at interacting with and supervising semi-automated 

processes driven by AI. Another significant challenge is the lack of high-quality labeled 

datasets that accurately represent the diversity of diseases and imaging variations (13). 

Additionally, there is a need to ensure the transparency and interpretability of AI algorithms 

to build trust among healthcare professionals and patients. Furthermore, there are concerns 

regarding the potential biases and ethical implications of using AI algorithms in medical 

decision-making (30). 

To summarize, AI algorithms have the potential to revolutionize medical imaging analysis 

by providing fast, accurate, and consistent analysis of medical images. However, it is crucial to 

address the technical and ethical challenges associated with the use of AI algorithms in 
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medical decision-making to ensure that these methods are safe, reliable, and beneficial to 

patients. Scientists and medical practitioners must continue to work towards developing AI 

algorithms that can be used as tools to support diagnostic imaging while also ensuring that 

they are transparent, ethical, and trustworthy. 

3.2. Strengths and weaknesses of the application of AI methods in diagnostic 

imaging 

It is important to consider both the advantages and disadvantages of using AI to analyze 

X-ray images in the diagnosis of lung diseases.  

The use of AI in X-ray image analysis offers several potential benefits. One of the most 

significant advantages is the ability to analyze large volumes of data quickly and accurately. 

This is particularly important in the field of medical imaging, where there is often a need to 

process large amounts of data in a timely manner. AI algorithms can process this data much 

faster than human experts, thus reducing the time and costs associated with manual analysis. 

Furthermore, the use of AI can provide consistent and unbiased analysis. Human experts are 

subject to error and bias, which can affect the accuracy of their diagnoses. AI algorithms can 

help eliminate errors and reduce the risk of misdiagnosis, which can have significant 

consequences for patients' health outcomes. 

Another benefit of using AI in X-ray image analysis is the potential to improve diagnostic 

accuracy. With the ability to process vast amounts of data, AI algorithms can detect subtle 

differences in images that may be missed by human experts. This can help improve the 

accuracy of diagnoses, potentially leading to earlier detection and treatment of lung diseases. 

However, the use of AI in X-ray image analysis also presents significant ethical challenges 

(30) and technical challenge related to the creation of a good quality dataset. One concern is 

the potential for algorithmic bias. If the dataset used to train the algorithm is not 

representative, the algorithm may produce biased results. AI algorithms are only as unbiased 

as the data they are trained on. Bias may appear on the stage of training dataset preparation 

and labeling. Labeling the image data used in training datasets is extremely crucial to obtain a 

reliable model. This is a very difficult, time-consuming step because expert opinion on a given 

image can vary (31).  

One important concern is that the data utilized for training algorithms may not be an 

accurate representation of the population for which the algorithm will be used. This is due to 
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the likelihood that the available data used for training may have an over-representation of 

positive findings. Clinical data that yields positive research findings may be more readily 

available, whereas data from negative studies are often under-reported. As a result, AI tools 

may over-interpret the incidence of disease, leading to over-fitting. Additionally, selection bias 

can arise if training data are derived from a sub-population that does not accurately represent 

the entire population. This is likely to happen if the data is obtained only from a patient cohort 

attending a specialized center, which can result in bias against specific groups based on age, 

gender, ethnic origin, height, or other characteristics (32). Such bias can lead to the under-

reporting or over-reporting of disease in patients on whose data AI used (33). This could lead 

to misdiagnosis and therefore, lead to delayed treatment, which could harm patients. 

To date, there is no general consensus on who should bear responsibility for medical and 

diagnostic decision-making when AI is involved. While doctors are ultimately responsible for 

making medical decisions, the use of AI algorithms complicates the picture, as the authors of 

the algorithms are usually not medically trained and may not fully understand the implications 

of their algorithms on medical decision-making. This raises important ethical issues related to 

accountability and transparency in medical decision-making. Medical decisions made using AI 

algorithms must be transparent, and the process by which the algorithm makes its 

recommendations must be understandable to both medical professionals and patients. 

Furthermore, there must be clear guidelines for who bears responsibility in cases where 

medical decisions are made using AI algorithms. 

In conclusion, while the use of AI in diagnostic imaging holds significant promise in 

improving the accuracy and efficiency of medical diagnoses, it also raises important ethical 

issues related to responsibility and accountability.  

3.3. Description of the methods and algorithms used 

Chest X-rays have been widely used in the diagnosis and management of respiratory 

diseases, including COVID-19 (34–36). The diagnosis of COVID-19 through chest X-ray images 

is a crucial task for timely treatment and isolation of patients (26). With the advent of AI and 

ML algorithms, computer-aided diagnosis has become a promising approach to improve the 

accuracy and efficiency of chest X-ray analysis (Fig. 1).  
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Figure 1 – Block diagram of the overall system. 

Various ML techniques have been utilized to classify chest X-ray images and detect the 

presence of COVID-19. The performance of several popular ML algorithms in detecting COVID-

19 from chest X-ray images was compared and analyzed in my research  (37). These algorithms 

were convolutional neural networks (CNNs), ResNet-18, ResNet-34, XGBoost, and LightGBM. 

Each of these methods has its advantages and disadvantages. 

CNN is a deep learning algorithm that is commonly used for image classification and 

recognition tasks due to its high accuracy and efficiency (38). However, CNNs require a large 

amount of data for training, which can be a challenge in medical diagnosis due to the limited 

availability of annotated medical images. CNNs have multiple layers, each of which performs 

a specific function. The first layer detects edges and curves in the image, while subsequent 

layers detect more complex patterns by combining features learned in the previous layers. In 

the case of COVID-19 diagnosis, CNN can be trained on a dataset of chest X-ray images, 

learning to distinguish between normal and abnormal images (39,40).  

ResNet-18 and ResNet-34 are variants of CNNs that use residual connections to improve 

the model's training efficiency and accuracy and reduce the risk of model's overfitting 

(matching of the model to the training data resulting in too week generalization ability).  These 

models are effective in medical image classification tasks due to their ability to extract relevant 

features from the images. However, they can be computationally expensive, which may limit 

their applicability in real-time diagnosis. Both, ResNet-18, and ResNet-34 are a CNN 

architecture that consists of 18 and 34 layers, respectively. This type of CNN is a modified 
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version of the original ResNet, which stands for residual network. ResNet uses skip 

connections, which allow the network to learn residual functions. This helps to overcome the 

problem of vanishing gradients, which can occur when training deep neural networks. Both 

ResNets were proven to be used with high accuracy rates (41,42). 

XGBoost and LightGBM are gradient boosting algorithms that are commonly used in 

tabular data analysis, classification and regression tasks, and have been successfully applied 

in medical image analysis (43–45). Gradient boosting is an ensemble learning method that 

combines multiple weak learners to create a strong learner. XGBoost and LightGBM both use 

decision trees as the base learner and perform gradient boosting to improve the accuracy of 

the model. They have shown promising results in COVID-19 diagnosis based on medical image 

analysis (46–49). These models can handle missing data and outliers, making them suitable 

for noisy medical datasets. However, their interpretability can be limited, which may be a 

concern in medical diagnosis where the decision-making process needs to be transparent. 

These methods rely on the extraction of relevant features from the chest X-ray images, 

which are then used to train the AI/ML models. The models learn to recognize patterns in the 

images that are associated with COVID-19 infection, such as the presence of ground-glass 

opacities and consolidation in the lungs. All of these methods have been used successfully for 

COVID-19 diagnosis using chest X-ray images. 

Overall, each of the methods described above has its strengths and weaknesses. CNNs 

are accurate but require large amounts of training data, ResNet models are effective in feature 

extraction but can be computationally expensive, and XGBoost and LightGBM are suitable for 

noisy datasets but may lack interpretability. Therefore, the choice of the method should 

depend on the specific requirements and characteristics of the medical dataset.  

In conclusion, there is no single best method for COVID-19 diagnosis using chest X-ray 

images. The choice of the method should depend on the specific characteristics and 

requirements of the dataset. However, the combination of multiple methods, such as CNNs 

and ResNet models, may improve the accuracy and efficiency of the diagnosis process. In 

conducted research techniques such as data pre-processing and data were also used. The aim 

of their use was to check whether these methods can improve model performance. 
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3.3.1.  Data pre-processing 

Data pre-processing is a critical step in the ML pipeline that involves transforming raw 

data into a format suitable for use in ML algorithms. It is uncommon to have an image 

segmentation model that is trained on a dataset that is perfectly sized and labeled, particularly 

in the case of medical imaging applications, where acquiring both data and annotations can 

be expensive. Medical image segmentation datasets are often limited by a shortage of 

annotations, where there is only a small amount of annotated data available for training, or 

by weak annotations, where the training data has only sparse, noisy, or image-level 

annotations (50). In such cases, even the most advanced segmentation models may fail to 

generalize to datasets from real-world clinical settings. Therefore, data pre-processing 

typically involves a series of operations that clean, transform, and normalize the data, in order 

to make it more useful for training ML models. 

Data pre-processing is a crucial step in image classification as it can greatly impact the 

performance of machine learning models. In order to improve the quality of data, pre-

processing techniques such as normalization, resizing, and data augmentation are applied. 

Normalization involves transforming the pixel values of the image to have a mean of zero and 

unit variance, which helps to reduce the effects of varying lighting conditions and makes the 

training process more stable. Resizing involves scaling the images to a fixed size, which can 

help to reduce computational costs and also improve the accuracy of the model. Data 

augmentation involves generating additional training data by applying transformations such 

as rotations, flips, and zooms to the original images. This not only increases the size of the 

training dataset but also helps the model to generalize better to unseen data. Overall, proper 

pre-processing of image data can lead to more accurate and efficient machine learning models 

for image classification (51). Proper data pre-processing can help to improve the accuracy and 

robustness of the ML models and can help to avoid issues such as overfitting and poor 

generalization to new data (52).  

3.3.2.  Data augmentation 

Data augmentation is a widely used technique in ML that involves generating additional 

training data from existing data. This is typically achieved by applying a variety of 

transformations to the original data, such as rotation (53), flipping, scaling, cropping (54), and 
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adding noise (55). By augmenting the data in this way, the ML model is exposed to a greater 

variety of data, which can improve its ability to generalize to new and unseen data (56).  

Data augmentation is particularly useful when working with limited or small datasets (26), 

where the model may be prone to overfitting due to the limited diversity of training examples. 

By artificially increasing the size and diversity of the training dataset, data augmentation can 

help to mitigate overfitting and improve the accuracy and robustness of the ML model (48). 

The effectiveness of data augmentation depends on the specific problem domain and the 

types of transformations applied to the data. The selection of appropriate data augmentation 

techniques should be based on the characteristics of the input data and the desired 

performance of the ML model. 

3.3.3.  Bypassing the limitations of the most commonly used algorithms 

Bypassing the limitations of commonly used algorithms is a topic of great interest in the 

field of AI and ML. While algorithms such as CNN, ResNet-18, ResNet-34, XGBoost, and 

LightGBM have been widely used for various applications, they have certain limitations that 

may hinder their performance in certain scenarios. 

For instance, CNNs are known to have a high number of parameters, which can lead to 

overfitting and require large amounts of data for training. ResNet-18 and ResNet-34 have 

shown better results in terms of accuracy and speed, but they still suffer from the same 

limitations as CNNs. XGBoost and LightGBM, on the other hand, are popular for their ability 

to handle structured data, but they may not perform as well on unstructured data such as 

images. To bypass these limitations, researchers have proposed various methods such as 

transfer learning, meta-learning, and ensembling.  

Transfer learning involves using pre-trained models and fine-tuning them for specific 

tasks. The utilization of transfer learning is an effective approach for image classification, 

particularly when the dataset is limited in size. This technique can lead to the creation of highly 

sophisticated models that would otherwise require excessive computational resources. 

Transfer learning leverages pre-trained networks, which significantly shortens the learning 

process. It can significantly contribute to the improvement of an overall performance of the 

model (34). 

Meta-learning, also known as "learning to learn," is a subfield of ML that focuses on 

training algorithms to improve their learning and generalization abilities across different tasks 
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and datasets (57). Meta-learning algorithms are designed to learn and adapt quickly to new 

tasks with minimal data, by leveraging the knowledge and experience gained from previous 

tasks. In the context of AI-based X-ray image analysis, meta-learning can be used to enhance 

the performance and robustness of ML models by enabling them to quickly adapt to new 

datasets and clinical scenarios. For instance, a meta-learning algorithm can be trained on 

multiple X-ray image datasets with different imaging protocols, pathologies, and patient 

demographics, to learn the common patterns and features that are relevant to the 

classification and segmentation tasks. Then, the trained algorithm can be used to quickly 

adapt to new X-ray image datasets, with minimal or no additional training, by fine-tuning the 

model's parameters and architectures based on the new dataset's characteristics. Meta-

learning can also be used to address some of the challenges of X-ray image analysis, such as 

limited data, class imbalance, and domain shift, by enabling models to learn from related tasks 

and domains and transfer the learned knowledge to the target task and domain. Moreover, 

meta-learning can help to automate and optimize the hyperparameter tuning process, such 

as the selection of the learning rate, optimizer, and regularization, by learning the optimal 

combinations of hyperparameters across different tasks and datasets.  

Ensembling is a ML technique that involves combining the predictions of multiple models 

to improve their overall performance (58). In the context of AI-based X-ray image analysis, 

ensembling can be used to enhance the accuracy, robustness, and generalization abilities of 

ML models by reducing the effects of individual model biases, errors, and uncertainties. 

Ensembling can be achieved using various methods, such as bagging, boosting, and stacking. 

Bagging involves training multiple models on different subsets of the data and combining their 

predictions by averaging or voting. Boosting involves sequentially training multiple models, 

where each model focuses on the data points that were misclassified by the previous models. 

Stacking involves training a meta-model on the predictions of multiple base models, where 

the meta-model learns to combine the predictions based on their relative performance and 

reliability. Ensembling can provide several benefits in AI-based X-ray image analysis, such as 

improving the accuracy and robustness of the classification and segmentation tasks, reducing 

the risk of overfitting and underfitting, and capturing the diversity and complementarity of 

the models. Moreover, ensembling can help to address some of the challenges of X-ray image 

analysis, such as the limited availability and quality of annotated data, the heterogeneity and 
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complexity of the clinical scenarios, and the variability and uncertainty of the imaging 

modalities and protocols. 

In conclusion, while CNNs, ResNet-18, ResNet-34, XGBoost, and LightGBM are commonly 

used algorithms in AI and ML, they have certain limitations that can be overcome using 

methods such as transfer learning, meta-learning, and ensembling. By bypassing these 

limitations, researchers can improve the performance of these algorithms and expand their 

applications to various domains. 

3.4. Evaluation metrics 

As AI and ML continue to advance in the field of medical diagnostics, it becomes 

increasingly important to evaluate their effectiveness using appropriate metrics. Metrics 

provide quantifiable measures of how well an AI or ML model is performing, and can help 

researchers and clinicians understand its strengths and limitations. 

One tool commonly used to calculate the metrics and evaluate the performance of AI and 

ML models is the confusion matrix (59,60). The confusion matrix is a graphical representation 

(Fig. 2) that summarizes the performance of a binary classification model, such as a model 

used to diagnose lung disease, such as COVID-19, by comparing its predictions against the true 

values. Usually, the rows of the matrix correspond to the actual classes of the data (e.g. sick 

or healthy patients), while the columns correspond to the predicted classes (e.g. predicted as 

sick or healthy by the model). 

 

Figure 2 An exemplary confusion matrix.  

In the context of medical diagnostics including lung disease diagnosis, the confusion 

matrix can be used to evaluate the model's ability to correctly identify patients who are sick 
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(positive cases) and those who are healthy (negative cases). The four possible outcomes are 

true positives (TP), true negatives (TN), false positives (FP), and false negatives (FN).  

Thus, a TP corresponds to a patient who is correctly classified as sick by the model, while a TN 

corresponds to a healthy patient who is correctly classified as such by the model. FP 

correspond to healthy patients who are erroneously classified as sick by the model, while FN 

correspond to sick patients who are erroneously classified as healthy by the model. 

 There are several evaluation metrics that are commonly used in the field of AI and ML, 

including accuracy, precision, sensitivity, specificity, F1-score, and the area under the receiver 

operating characteristic (ROC) curve: 

• Accuracy is perhaps the most basic evaluation metric and refers to the percentage of 

correct predictions made by the model (Eq. 1). Accuracy is the most commonly used 

metric to evaluate the quality of classification (59). It describes what proportion of 

patients, out of all those classified, were correctly classified. However, accuracy does not 

always provide a good description of the classification process (see the explanation 

below). It is important to remember that higher accuracy is better, and an accuracy of 

1.00 indicates a perfect match where the algorithm did not make any mistakes. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 (1) 

• Precision, on the other hand, measures the proportion of TP among all predicted 

positives, indicating the model's ability to correctly identify positive cases (Eq. 2) (59). 

Precision, like accuracy and sensitivity, should have a value as close to 1.00 as possible. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (2) 

• Sensitivity, also known as recall, measures the proportion of true positives among all 

actual positives, indicating the model's ability to detect positive cases (Eq. 3) (59). It is 

important to note that if an algorithm does not misclassify any positive cases (i.e., nothing 

falls into the FN category), its sensitivity will be 1, even if it misclassifies negative cases as 

positive (FP). Sensitivity is also a parameter that should have a value approaching 1.00. 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (3) 

• Specificity, on the other hand, measures the proportion of TN among all predicted 

negatives, indicating the model's ability to correctly identify negative cases (Eq. 4). The 

specificity is to the negative class what sensitivity is to the positive class. Specificity 
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measures how many of all negative cases were actually classified into this category (59). 

High specificity shows that the classifier rarely makes mistakes when it comes to negative 

cases. Therefore, if a model of high specificity shows that something is positive, it can be 

expected with high probability that it is indeed positive. 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  
𝑇𝑁

𝑇𝑁 + 𝐹𝑁
 (4) 

• The F1-score is a metric used to evaluate the performance of classification algorithms, 

and it is calculated as the harmonic mean between precision and sensitivity (recall)  

(Eq. 5) (59). A value closer to 1 indicates better performance. The F1-score can reach a 

maximum value of 1 when there is perfect precision and sensitivity.  

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =  
2 ∙ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∙ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 (5) 

• The ROC curve is a plot of sensitivity versus 1-specificity, which provides an overall 

measure of how well the model is able to distinguish between positive and negative cases 

(Fig. 3). 

 

Figure 3 Exemplary ROC curve.  
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It is important to remember and understand that an unbalanced dataset, which refers to 

a scenario in which one of the classes is significantly more prevalent than the other, can lead 

to a skewed understanding of the accuracy of a model. This is particularly relevant in binary 

classification problems, where the model may appear to have high accuracy due to its ability 

to correctly classify the majority class while performing poorly on the minority class. However, 

this can ultimately result in erroneous diagnostic decision-making, as the model may fail to 

detect important patterns in the minority class. Therefore, addressing class imbalance through 

techniques such as oversampling, undersampling, or generating synthetic samples is a crucial 

step in achieving accurate and reliable machine learning models. When using accuracy as a 

metric to evaluate the performance of a model, an unbalanced dataset can result in a falsely 

high accuracy score. This is because the model may simply predict the majority class for most 

of the cases, resulting in a high percentage of correct predictions overall. For example, if 90% 

of the cases belong to one class, a model that always predicts that class will have a 90% 

accuracy score, even if it is not actually able to differentiate between the two classes. This 

problem can lead to overestimating the diagnostic performance of a model, especially in 

medical contexts where the consequences of a false positive or false negative can be severe. 

As a result, it is important to use metrics that are more robust to unbalanced datasets, such 

as precision, recall, and F1-score. Unbalanced datasets can lead to inaccurate assessment of 

model performance, and it is crucial to use appropriate metrics and take into account the 

prevalence of each class when evaluating diagnostic decision support models. 

Overall, evaluation metrics and the confusion matrix provide important tools for assessing 

the effectiveness of AI and ML models in medical diagnostics. By carefully selecting 

appropriate metrics and interpreting the results of a confusion matrix, researchers and 

clinicians can gain insight into the strengths and limitations of tools used for medical diagnosis. 

3.5. Ethical issues of using AI for diagnostic purposes 

The application of AI in diagnostics raises several ethical issues (61), especially in terms of 

responsibility for decisions made by the algorithm. The question of who should bear 

responsibility for any errors or incorrect diagnoses remains a topic of debate (62,63).  It is 

considered whether the liability should be on the side of the author/developer of the 

algorithm, the physician who ordered the test or maybe the hospital, which purchased the 

rights to use the algorithm as for diagnostic purposes? The physician's role is critical in the 
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decision-making process, but the algorithm's output could contradict the physician's 

diagnosis, creating a moral dilemma. For this reason, it is important to remember that AI-

based tools and algorithms are meant to support radiologists, not to make decisions on their 

own. 

Moreover, the lack of transparency and interpretability in AI algorithms used for diagnosis 

is the main reason of lack of trust between physicians and the AI system. Physicians may be 

reluctant to use AI systems for diagnosis due to the difficulty in determining how the algorithm 

arrived at a particular diagnosis or recommendation. For this reason, it is hard for physicians 

to trust the algorithm's decisions on a matter as important as a patient's health. Additionally, 

the potential consequences of AI misdiagnosis may pose a threat to patient safety and lead to 

malpractice claims against physicians or the algorithm's author. In situations where a patient 

is harmed due to an AI algorithm's incorrect diagnosis, determining the responsible party can 

be challenging. In certain situations where a patient's health has been compromised, legal 

action may be taken against the healthcare provider. This can be especially true in cases where 

a doctor relies solely on the output of an AI algorithm without conducting a thorough analysis 

of the patient's medical history or physical examination. In such cases, the doctor may be held 

responsible for any harm caused to the patient. This highlights the ethical dilemma of using AI 

in healthcare and the need for a clear understanding of the role and responsibility of both the 

healthcare provider and the AI system in the diagnostic process. The use of AI in healthcare is 

still relatively new and there is no clear consensus on how to navigate these ethical issues.  

AI should serve as a support for medical professionals in their work, rather than a 

replacement (64,65). The main objective of AI in the field of healthcare is to augment the 

capabilities of physicians, allowing them to make more accurate and efficient diagnoses and 

treatments. The use of AI in medical imaging, for instance, can help radiologists to identify 

early-stage diseases that might not be apparent to the naked eye. 

There has been concern about whether AI will ultimately replace doctors in the future. 

However, it is important to recognize that AI is not intended to replace doctors, but rather to 

enhance their abilities. AI algorithms can assist in analyzing large amounts of data quickly and 

accurately, helping doctors to make informed decisions and providing them with new insights. 

In this way, doctors can focus on more complex tasks, such as communicating with patients 

and designing tailored treatment plans. Therefore, it is essential that we view AI as a tool that 

can aid medical professionals in their challenging work, rather than as a replacement for their 
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expertise. With the proper use of AI, the quality of healthcare can be improved, and ultimately 

improve the patient experience, prognosis, and outcomes. 

It is crucial for both doctors and AI developers to work together to establish clear 

guidelines and protocols for the safe and ethical use of AI in healthcare. To address these 

issues, regulatory bodies such as the US Food and Drug Administration have issued guidelines 

for the development and use of AI algorithms in healthcare. These guidelines stress the 

importance of transparency, interpretability, and accountability in AI-based healthcare 

systems (66,67). 

In conclusion, ethical issues surrounding the use of AI in diagnosis include determining 

responsibility for decisions made by the algorithm, the lack of trust between physicians and 

AI systems, and the potential consequences of AI misdiagnosis. These issues must be 

addressed through increased transparency and accountability to ensure that the benefits of 

AI in diagnosis outweigh the risks. 

3.5.1. Medical data security 

The use of medical data is essential for the development and improvement of healthcare 

systems, as well as for the training and evaluation of AI models. However, the sharing and 

handling of medical data also poses significant risks in terms of privacy breaches and malicious 

use. Unauthorized access to medical records can lead to data/identity theft (68), financial 

fraud, and discrimination (69). Moreover, the leakage of sensitive medical information can 

have severe consequences on patients' well-being, as well as on their trust in healthcare 

systems. The misuse of medical data for targeted advertising or political manipulation can also 

have ethical implications, compromising the autonomy and dignity of individuals. 

To mitigate the risks associated with medical data sharing, it is crucial to establish and 

enforce strong data protection regulations (70), including informed consent, de-identification 

(71), and secure storage and transmission. Additionally, the implementation of robust access 

control and monitoring mechanisms can help prevent unauthorized data access and usage 

(72,73). 

In summary, while the use of medical data is critical for improving healthcare systems and 

developing AI models, it also presents significant risks that must be carefully managed and 

mitigated. The development of effective data protection policies and technologies is essential 
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to ensure that medical data is used for its intended purposes and in a secure and ethical 

manner. 

3.5.2 Interpretability and explainability of AI models 

Trust from patients regarding the safe and beneficial utilization of AI is a fundamental 

requirement for its successful implementation in medical applications, particularly radiology. 

As humans, we have an innate need to comprehend how decisions affecting our health are 

made. Surrendering decision-making responsibilities to machines or software beyond our 

understanding may not be acceptable to patients. Hence, patient preferences regarding the 

use of AI in healthcare must take precedence, even if they do not align with the logic of 

computer algorithms. 

It remains unclear whether individuals would tolerate imperfections in AI-driven 

healthcare for the potential benefit of the population at large. For example, in situations 

where medical imaging is solely protocol-driven and interpreted by algorithms, it is unclear 

whether there will be enough room for common sense and balancing individual and 

population-based risks against specific patient expectations for radiation exposure (74). 

Furthermore, AI-driven radiology is acknowledged to be imperfect and continually 

evolving. The question remains whether it will be accepted by the public due to its lower cost 

and reduced labor in comparison to human-provided radiology. In societies with a more 

litigious culture, the public's tolerance for anything less than perfect delivery of medical care 

by humans is decreasing. Moreover, people tend to accept decisions coming from other 

people than from algorithms. However, in line with the idea of algorithm appreciation, people 

may be more likely to trust algorithmic decisions than those made by other people (75). 

The use of artificial neural networks in decision-making introduces a level of opaqueness 

into AI-based medical practices, commonly known as the black box problem (76–78). This can 

result in doctors being reduced to mere agents of the software, carrying out its decisions 

without understanding how they were made. The aim of improving the integration of AI-

generated advice in decision-making processes can be achieved by increasing the 

transparency of AI models (79). This can be done by providing additional reasoning for AI 

recommendations, such as visual annotations on X-rays. This approach has been shown to 

increase trust in and reliance on the advice, even when it is incorrect (29). However, it is not 

clear how different levels of task expertise affect the effectiveness of this approach. It is 
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possible that physicians with less specialized training in reviewing medical images may benefit 

more from diagnostic advice with a visible annotation indicating the region that influenced 

the advice. To the best of my knowledge, the effect of explanations on the diagnostic decisions 

of physicians with varying levels of task expertise has not been studied before. 

To aid in the interpretation of AI-generated diagnoses from X-ray images, heat maps 

(80–82) can be used to indicate which areas of the image were most influential in the model's 

decision-making process. However, while heat maps are commonly used in medical imaging, 

they have been identified as problematic in other fields of explainability literature (83). 

Although the hottest parts of the heat map indicate the regions of the image deemed most 

significant in the diagnosis of pneumonia, this does not necessarily reveal the exact features 

that the model relied on to make the diagnosis. Consequently, clinicians are unable to 

determine whether the model considered important factors such as airspace opacity, heart 

border shapes, or the texture of certain pixels, which may have more to do with image 

acquisition than the underlying disease. Therefore, heat maps have limitations in providing 

clear explanations for AI-generated diagnoses in medical imaging. 

However, achieving interpretability and explainability in AI models presents a challenge, 

as too much transparency can leave the algorithm vulnerable to malicious attack or 

intellectual property theft, and too much explainability can limit the effectiveness of true deep 

learning. The advantage of AI lies in its ability to perform faster analyses and identify 

relationships that are beyond human capability, and this should not be compromised.  
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4. Study aims 

The primary objective of this work was to investigate the feasibility and effectiveness of 

using AI models for diagnostic classification of COVID-19 patients based on their chest X-ray 

images. 

The partial objectives were: 

1. Examination of the impact of augmentation methods on the classification performance of 

the models. 

2. Evaluation of the effect of chest X-ray images pre-processing on the classification abilities 

of the models. 

3. Features extraction from chest X-ray images using neural networks and then comparing the 

classification abilities of tree-based methods (XGBoost and LightGBM). 

4. Discussion of the ethical issues related to the use of AI in the clinical imaging diagnostics.  

To achieve the main objective, various deep learning models such as CNN, ResNet-18, and 

ResNet-34 were utilized to classify the chest X-ray images into COVID-19 positive or negative 

classes. These models were trained and evaluated using different performance metrics such 

as accuracy, sensitivity, specificity, and AUC. 

In addition to the main objective, the research was aimed to explore the impact of data 

augmentation techniques, such as rotation, flipping, and scaling, on the performance of the 

classification models. Furthermore, different pre-processing techniques, such as contrast 

enhancement and histogram equalization, were applied to the chest X-ray images to evaluate 

their impact on the classification accuracy. The research also focused on feature extraction 

from the chest X-ray images using deep learning models such as CNN. The extracted features 

were then used to train and compare the classification abilities of tree-based models, such as 

XGBoost and LightGBM. 

In addition, this study aimed to address the ethical considerations surrounding the use of 

AI in clinical image diagnosis. The potential benefits and drawbacks of relying on ML models 

for medical decision-making were carefully examined, along with the question of who bears 

responsibility for the decisions made by these models. The results of this study may inform 

future discussions and policies regarding the appropriate use of AI in medical contexts. 

  



27 
 

5. Summary of works included in the series of publications 

5.1. Original paper I – Pre-processing methods in chest X-ray image classification 

The COVID-19 pandemic has affected various aspects of society, including social, medical, 

psychologic, economic, and industrial aspects. The current, gold standard screening method 

for detecting COVID-19 infections is the reverse transcriptase-polymerase chain reaction (RT-

PCR) test, which detects SARS-CoV-2 ribonucleic acid (RNA) extracted from specimens 

inhabiting respiratory tract of patients. However, abnormalities on chest X-ray images can also 

be indicative of infection. The use of ML-based methods can improve the efficiency of X-ray 

analysis, support medics in diagnosis, and lighten the burden on healthcare systems. The 

paper presents a study that investigates the impact of pre-processing methods on the 

classification of chest X-rays into three classes: normal (healthy), COVID-19, and pneumonia. 

The proposed ML-based method was able to classify the images accurately, and the 

implementation of AI and ML in COVID-19 and other lung diseases is seen as a natural 

progression. 

The paper includes a brief review of the state-of-the-art solutions. The text discusses 

various deep learning-based methods for automatic lung disease recognition, particularly for  

COVID-19 detection, using medical imaging. Milestones in pre-processing, feature extraction, 

and assigning a classification were required to achieve the desired results. Despite some 

challenges, including imperfect datasets and difficulty in acquiring data and annotations, 

promising results have been achieved using various methods such as U-NET, ResNet, ReCoNet, 

and Bayes-SqueezeNet. Several studies have reported high accuracy rates using pre-trained 

deep CNN models, such as ResNet-50, InceptionV3, Xception, ResNeXt, and SVM classifiers. 

The importance of having representative and well-balanced datasets in ML experiments is 

discussed. 

The study utilized a public dataset containing posteroanterior (PA) chest X-ray images of 

COVID-19, pneumonia, and normal cases. The dataset consisted of 6,939 samples with 2,313 

samples for each class. To evaluate the effect of pre-processing on the classification results, 

six different pre-processing approaches were examined. A CNN was implemented to classify 

the images, and its architecture consisted of 12 layers, including convolution layers, rectified 

linear unit activation functions, pooling layers, and batch normalization operations. The 

dataset was divided into training, validating, and testing subsets, and the experiments were 
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conducted using the Kaggle notebook. The output from the neural network showed the 

probability of an image belonging to one of the three classes, with the highest probability 

chosen as the final result. The study demonstrated the effectiveness of pre-processing on 

improving the accuracy of the classification of chest X-ray images. 

The text reports on experiments conducted to evaluate the effectiveness of various image 

pre-processing methods on improving the accuracy, precision, recall, and F1-score of a 

classification model. Four evaluation parameters were used, and a confusion matrix was 

employed to report the number of true positives, true negatives, false positives, and false 

negatives. Results showed that without any pre-processing, the accuracy was 93% and the  

F1-score for the three classes ranged between 91% to 96%. Applying histogram equalization 

improved the parameters by 2%, while combining histogram equalization with Gaussian 

blurring and adaptive masking resulted in all evaluated parameters exceeding 97%, making it 

the most promising approach. 

The paper proposes a fully automated approach for the analysis of COVID-19 chest X-ray 

images using a neural network. The proposed method successfully distinguished images into 

three classes: COVID-19, pneumonia, and normal. However, there are issues to keep in mind 

if the modality is implemented in patient care. One of them is responsibility, as the proposed 

method is not a tool for replacing the educated specialist but to improve their work and 

support the diagnostic process. Another issue is the quality of images used in the learning 

process, and the authors trust that the images provided are labeled correctly and submitted 

by an expert. We also proposed an improvement in the pre-processing part of the ML-based 

system, which increases the efficiency of the system as the F1-score raised from 93% to over 

97%. The results are comparable to other similar ML-based approaches in the literature, but 

there are plenty of pre-processing methods that can improve the efficiency of the system and 

be implemented in future work. 

My contribution to the research reported in this paper has been conceptualization and 

realization of the study. I performed a thorough state-of-the-art approaches analysis.  

I collected the necessary datasets for the research and algorithm preparation. I performed the 

investigation and compared obtained results to the literature data. I wrote the original draft 

of this paper. 



29 
 

5.2. Original paper II – A Novel Lightweight Approach to COVID-19 Diagnostics Based 

on Chest X-ray Images 

The article discusses the challenges faced during the COVID-19 pandemic with regards to 

the diagnosis of the disease caused by the SARS-CoV-2 virus. The PCR test has been the gold 

standard for confirming SARS-CoV-2 infection, but it is not error-free and false results are 

possible. Additionally, some infected individuals may not display symptoms and therefore not 

be referred for testing. There have been reports of successful use of ML methods to detect 

COVID-19 infections on X-ray images of the lungs. We proposed a novel approach to chest  

X-ray image analysis using a CNN-based features extraction method to diagnose COVID-19. 

The authors obtained a new dataset containing samples from confirmed COVID-19 cases and 

uninfected patients and performed augmentation to increase the dataset's size. The proposed 

features extraction method was implemented for different classifiers, and promising results 

were obtained. The article concludes with a discussion of the results and comparisons with 

other state-of-the-art approaches, as well as future perspectives for work in this area. 

The review of state-of-the-art approaches indicated several deep-learning-based 

methods proposed by researchers for accurate and quick diagnosis of COVID-19 using X-ray 

images. These methods use various deep learning frameworks such as Deep Hybrid Learning 

(DHL), Deep Boosted Hybrid Learning (DBHL), and CNN for lung segmentation and localization 

of specific changes caused by COVID-19. Transfer learning is also used to create a model 

capable of detecting COVID-19 changes in X-ray images of the lungs. The authors of papers 

included in this review have shown that these models can achieve high accuracy and 

sensitivity, making them effective tools for radiologists to quickly diagnose COVID-19. 

Additionally, the paper mentions that ML-based methods can support vaccine discovery, and 

there are seven key requirements identified by the European Commission for the 

implementation of AI, including human agencies and oversight, technical robustness and 

safety, privacy and data governance, transparency, diversity, non-discrimination, and fairness, 

societal and environmental well-being, and accountability. 

The proposed method for COVID-19 diagnosis using chest X-ray images involves data 

augmentation, pre-processing, feature extraction, and classification using ML algorithms. Real 

data from 60 chest X-ray images were used, 30 from healthy individuals and 30 COVID-19 

positive confirmed by PCR test. The dataset was divided into three subsets for training, 

validation, and testing. Augmentation was performed by rotations, noise addition, and 
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zooming out to increase the size of the training dataset. Data pre-processing involved 

normalization and mask application to select the region of interest. ML-based methods using 

CNN were used for feature extraction and classification. The CNN architecture included three 

pairs of convolutional layers and max pooling layers, and the flattened layer and dense layer 

were used with the most promising feature extraction that had 57 features. Tree-based 

classifiers including XGBoost, Random Forest, LightGBM, and CatBoost were examined, and 

CNN with softmax activation function was used for binary classification. All experiments were 

carried out using Python 3.7 and the TensorFlow platform with scikit-learn, Xgboost, Lightgbm 

and Catboost libraries. 

The study treated the problem of disease diagnosis as a binary classification task and 

evaluated and compared ML-based methods using confusion matrices and four metrics TP, 

FP, FN, and TN. The study found that using XGBoost and LightGBM classifiers provided the 

highest accuracy, precision, recall, and F1-score, with LightGBM having a faster training and 

prediction time, making it the optimal classifier. The text also explains that Tesla systems with 

GPU support are a powerful and cost-effective alternative to traditional high-power 

computing systems for image processing and medical diagnostics. Finally, the text provides an 

overview of how LightGBM works, using leaf-sage techniques to achieve the optimal number 

of leaves in trees and using the minimum amount of data in the tree. 

Summarizing, the paper discusses the potential of ML methods as a valuable tool for 

COVID-19 diagnosis, specifically in screening with X-ray images, which are less expensive and 

faster than PCR testing. We noted that while ML-based methods cannot replace an 

experienced medical doctor in the final diagnosis, they can significantly assist in the process, 

relieving the burden on health care and improving the diagnostic process. We also emphasized 

the importance of explainable AI (xAI) in clinical applications and propose a model using pre-

trained networks (ResNet-18 and DenseNet-121) to perform image classification with an AUC 

score of 0.81. The presented model is fast, efficient, and does not require high computing 

power, making it suitable for hospital laboratories. We acknowledged the limitations of the 

study due to the small number of original images that formed the basis of the used dataset 

and called for further cooperation with hospitals to provide more learning data. We also noted 

that there are potential future improvements required for the presented model, such as 

validation on a larger, different dataset, and implementing xAI to provide explanations for ML-

based decisions. 
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My contribution to the research reported in this paper has been conceptualization and 

realization of the study. I performed a thorough state-of-the-art approaches analysis.  

I collected the necessary datasets for the research and algorithm preparation. I performed the 

investigation and compared obtained results to the literature data. I was involved in the 

funding acquisition, to publish the results of conducted research. I wrote the original draft of 

this paper. 
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5.3. Original paper III – Influence of augmentation on the performance of double 

ResNet-based model for chest X-rays classification 

The COVID-19 pandemic caused widespread health, mental, and social issues, as well as 

overwhelming healthcare systems around the world. AI has been suggested as a tool to aid in 

various aspects of the pandemic crisis, including medical diagnosis, drug development, patient 

treatment, epidemiology, and socioeconomics. This paper focuses on the use of AI to improve 

the diagnosis of COVID-19 patients using chest X-ray scans. The researchers implemented a 

baseline transfer learning schema to detect COVID-19 symptoms in X-ray images and tested 

different scenarios of augmentation to evaluate their impact on evaluation metrics such as 

accuracy, precision, recall, and F1-score. The proposed system was validated on a dataset of 

real data obtained from hospitals, and the results were compared to other state-of-the-art 

analytical algorithms. The paper highlights the advantages of augmentation, including its cost-

effectiveness, accuracy, controllability, and ability to overcome data sample limitations and 

overfitting problems. The use of AI in COVID-19 diagnosis has the potential to significantly 

accelerate the diagnostic process and keep it cost-effective. 

The study utilized a balanced dataset of 30,386 chest X-ray images, obtained from various 

sources and divided into COVID-19 positive and negative classes. The proposed method used 

data augmentation, pre-processing, and classification with a CNN. Seven different data 

augmentation approaches were evaluated, including color manipulation, contrast and 

brightness adjustment, noise addition, geometric transformation, and rotation. The 

albumentations library was used for augmentation, and each group was trained and validated 

independently. Pre-processing included resizing and masking using a ResNet34 segmentation 

model. The impact of masking on classification metrics was evaluated by running experiments 

both with and without segmentation. The study aimed to determine the impact of data 

augmentation methods on the final classification result and to improve the model's ability to 

generalize. 

CNN model, specifically the ResNet18 architecture, was used for the classification task. 

The dataset used for training and validation comprised 14,191 healthy images and 16,194 

COVID-19 positive images, which were shuffled and divided into subsets. The learning 

parameters for the CNN model were experimentally set, including the optimizer (stochastic 

gradient descent - SGD), loss function (cross-entropy), number of epochs (200), batch size (16), 

and early stopping rounds (10). The method was evaluated using a pre-prepared hospital 
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dataset comprising 62 chest X-ray images, with 30 healthy individuals and 32 COVID-19 

positive patients confirmed by RT-PCR tests. Four validation metrics, including accuracy, 

precision, recall, and F1-score, were used to evaluate the performance of the proposed 

method. These metrics were based on the TP, FP, FN, and TN measures and are considered a 

golden standard in ML-based studies. 

The model evaluation showed that augmentation improved its performance. The most 

promising augmentation technique was mixed augmentation, and masking also significantly 

improved the evaluation metrics. The experiments were performed using Nvidia Tesla GPU, 

which provided high computing power and was an attractive alternative to traditional  

high-power computing systems. 

The paper highlights the importance of augmentation techniques for improving the 

accuracy of COVID-19 detection on lung X-ray images. The proposed schema of the 

augmentation technique involves classical image processing methods and ML techniques, 

including transfer learning and GAN-based augmentation. The results show that a 

combination of all described groups of augmentations is the most promising approach. The 

proposed schema was compared with other state-of-the-art solutions previously proposed, 

and it was found to be competitive. Explainability is also discussed, and visual explanation is 

proposed for the model's interpretability. The paper concludes by highlighting two possible 

future improvements: further explainability improvement and complexity reduction of the 

proposed schema to decrease energy consumption and carbon footprint. 

My contribution to the research reported in this paper has been conceptualization and 

realization of the study. I performed a thorough state of the art analysis. I collected the 

necessary datasets for the research and algorithm preparation. I performed the investigation 

and compared obtained results to the literature data. I wrote the original draft of this paper. 
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6. Publications that are the subject of the dissertation 

6.1. Original paper I – content of the publication “Pre-processing methods in chest 

X-ray image classification” 
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6.2. Original paper II – content of the publication “A Novel Lightweight Approach to 

COVID-19 Diagnostics Based on Chest X-ray Images” 
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6.3. Original paper III – content of the publication “Influence of augmentation on the 

performance of double ResNet-based model for chest X-rays classification” 
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7. Conclusions 

The COVID-19 pandemic has posed a significant threat to global public health, with the 

need for accurate and efficient diagnosis becoming more pressing than ever before. In my 

research, I have successfully investigated the feasibility and effectiveness of using AI models 

for diagnostic classification of COVID-19 patients based on their chest X-ray images. The 

primary objective was to develop deep learning models that could accurately distinguish 

between COVID-19 positive and negative cases, and I have achieved this goal with high levels 

of accuracy, sensitivity, specificity, and AUC. 

My studies have also addressed several partial objectives related to the impact of 

augmentation methods and chest X-ray images pre-processing on the classification abilities of 

the models. I have found that applying data augmentation techniques such as rotation, 

flipping, and scaling can improve the performance of the models. Furthermore, I have shown 

that certain pre-processing techniques, such as contrast enhancement and histogram 

equalization, can also have a positive impact on classification accuracy. 

In addition, my studies have explored the use of deep learning models for feature 

extraction from chest X-ray images, and I have compared the classification abilities of tree-

based models, such as XGBoost and LightGBM. I have found that deep learning models can 

extract informative features from chest X-ray images, which can be used to train tree-based 

models that can classify COVID-19 patients with high levels of accuracy. 

Finally, my studies have also addressed the ethical considerations surrounding the use of 

AI in clinical image diagnosis. I have discussed the potential benefits and drawbacks of relying 

on ML models for medical decision-making and raised important questions about the 

responsibility for the decisions made by these models. The obtained results may inform future 

discussions and policies regarding the appropriate use of AI in medical contexts, especially in 

cases where human decision-making may be biased or subject to error. 

In my research I have successfully achieved all of its objectives and has demonstrated the 

potential of using AI models for diagnostic classification of COVID-19 patients based on their 

chest X-ray images. My findings have significant implications for the development of accurate 

and efficient diagnostic tools for COVID-19 and other medical conditions, and for the ethical 

considerations surrounding the use of AI in medical contexts. I hope that my study will 
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contribute to the ongoing efforts to improve public health and healthcare delivery through 

the responsible and effective use of AI. 

The potential future continuation of this study could focus on several aspects to further 

improve the accuracy and effectiveness of using AI models as medical devices to support 

physicians in analyzing X-ray images. One important area of focus could be the development 

of more advanced and sophisticated deep learning models that can better handle the 

complexities and variations in chest X-ray images. For example, researchers could explore the 

use of more advanced neural network architectures, such as capsule networks or attention 

mechanisms, to improve feature extraction and classification performance. 

Another area of focus could be the collection and analysis of larger and more diverse 

datasets to improve the robustness and generalizability of the models. The current study used 

a relatively small dataset of chest X-ray images, and future research could benefit from using 

larger datasets that are more representative of the population. 

In addition, future research could also focus on addressing some of the ethical concerns 

related to the use of AI as medical devices. For example, researchers could explore the 

development of explainable AI models that can provide transparent and interpretable results 

to support clinical decision-making. They could also investigate ways to ensure that the use of 

AI models does not lead to bias or discrimination against certain groups of patients. 

Despite some of the challenges and ethical considerations surrounding the use of AI in 

medical contexts, there are many potential benefits to using AI as medical devices that 

support physicians in analyzing X-ray images. AI models can provide rapid and accurate 

diagnosis, reduce the workload of physicians, and improve the efficiency of healthcare 

delivery. They can also assist physicians in making more informed and data-driven decisions, 

leading to better patient outcomes. 

In conclusion, the potential future continuation of this study could focus on improving the 

accuracy and effectiveness of using AI models as medical devices to support physicians in 

analyzing X-ray images. As AI technology continues to evolve and improve, there is great 

potential for AI models to revolutionize the field of medical imaging and improve patient 

outcomes. However, it is important to carefully consider the ethical implications of using AI in 

healthcare and to ensure that these technologies are developed and deployed responsibly 

and ethically.  
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Streszczenie 

Pandemia COVID-19 uwypukliła potrzebę dokładnej i skutecznej diagnostyki, skłaniając do 

badań nad wykorzystaniem modeli sztucznej inteligencji (AI) do klasyfikacji diagnostycznej 

pacjentów COVID-19 na podstawie obrazów RTG klatki piersiowej.  

Rozprawa zawiera trzy oryginalne artykuły badawcze dotyczące zastosowania metod 

opartych na uczeniu głębokim (ang. deep learning) do klasyfikacji osób zdrowych i pacjentów 

z COVID-19 na podstawie obrazów RTG klatki piersiowej. Opracowane modele precyzyjnie 

rozróżniają pozytywne i negatywne przypadki pacjentów z COVID-19 z wysokim poziomem 

dokładności, czułości i specyficzności. W pracy zbadano również wpływ technik rozszerzania 

danych (ang. data augmentation) oraz metod wstępnego przetwarzania danych (ang. data 

pre-processing) na zdolności klasyfikacyjne, a także zastosowanie modeli głębokiego uczenia 

do ekstrakcji cech i porównanie z modelami opartymi na drzewach.  

Omówiono rozważania etyczne, w tym potencjalne korzyści i wady polegania na 

modelach uczenia maszynowego (ML) w procesie podejmowania decyzji medycznych oraz 

implikacje rutynowego wdrażania AI/ML w praktyce klinicznej. Jednym z kluczowych rozważań 

etycznych jest potencjalny wpływ tych technologii na jakość podejmowania decyzji 

medycznych. Chociaż modele AI/ML wykazały obiecujące wyniki w kilku zastosowaniach 

medycznych, ich przejrzystość, niezawodność i dokładność muszą być starannie ocenione, aby 

zapewnić, że nie zagrażają one jakości opieki nad pacjentem. Aby rozwiązać te kwestie 

etyczne, ważne jest ustanowienie wytycznych i przepisów dotyczących rozwoju, wdrażania i 

stosowania technologii AI/ML w opiece zdrowotnej. 

Pomimo wyzwań i rozważań etycznych, modele AI mają ogromny potencjał w zakresie 

poprawy obrazowania medycznego i wyników pacjentów. Potencjalne korzyści z zastosowania 

modeli AI w obrazowaniu medycznym są liczne i zostały dobrze udokumentowane w różnych 

badaniach. 

Podsumowując, chociaż wdrożenie modeli AI w obrazowaniu medycznym wiąże się z 

wyzwaniami i rozważaniami etycznymi, potencjalne korzyści są znaczące i nie można ich 

zignorować. Ponieważ technologia nadal się rozwija i ulepsza, istotne jest, aby zająć się tymi 

obawami i zapewnić, że wykorzystanie AI w obrazowaniu medycznym odbywa się w sposób 

odpowiedzialny i etyczny. Dzięki współpracy specjalistów AI i lekarzy, pełny potencjał AI może 

zostać uwolniony, poprawić wyniki pacjentów i zrewolucjonizować obrazowanie medyczne. 
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Summary 

The COVID-19 pandemic has highlighted the need for accurate and efficient diagnosis, 

prompting research into using artificial intelligence (AI) models for diagnostic classification of 

COVID-19 patients based on their chest X-ray images.  

The dissertation includes three original research articles on the application of deep 

learning-based methods to classify healthy and COVID-19 patients based on chest X-ray 

images. The successfully developed deep learning models accurately distinguish between 

COVID-19 positive and negative cases with high levels of accuracy, sensitivity, specificity. The 

dissertation also explored the impact of data augmentation techniques and  

pre-processing methods on classification abilities, and the use of deep learning models for 

feature extraction and comparison with tree-based models.  

Ethical considerations were discussed, including the potential benefits and drawbacks of 

relying on machine learning (ML) models for medical decision-making and the implications of 

routine AI/ML implementation in clinical practice. One of the key ethical considerations is the 

potential impact of these technologies on the quality of medical decision-making. Although 

AI/ML models have shown promising results in several medical applications, their 

transparency, reliability, and accuracy need to be carefully evaluated to ensure that they do 

not compromise the quality of patient care. To address these ethical considerations, it is 

important to establish guidelines and regulations for the development, deployment, and use 

of AI/ML technologies in healthcare. 

Despite challenges and ethical considerations, AI models have great potential to improve 

medical imaging and patient outcomes. The potential benefits of using AI models in medical 

imaging are numerous and have been well-documented in various studies. 

In conclusion, while the implementation of AI models in medical imaging poses challenges 

and ethical considerations, the potential benefits are significant and cannot be ignored. As the 

technology continues to evolve and improve, it is essential that these concerns are addressed 

and ensured that the use of AI in medical imaging is done in a responsible and ethical manner. 

With careful consideration and collaboration between researchers, practitioners, and 

stakeholders, the full potential of AI can improve patient outcomes and revolutionize medical 

imaging. 


